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ABSTRACT 

 

Littering has become a significant problem that negatively impacts public health and 

environmental cleanliness. This research introduces an innovative solution using 3D 

Convolutional Neural Networks (3D CNN) technology to automatically detect 

littering behavior through real-time CCTV recordings. Two models were developed 

and tested. Model 1, which employs Conv3D, Batch Normalization, and Dropout, 

showed high training accuracy but exhibited fluctuations in validation accuracy, 

indicating potential overfitting. In contrast, Model 2, designed with a simpler structure 

without Batch Normalization and Dropout, achieved higher classification accuracy 

and efficiency. Both models significantly contribute to addressing littering in public 

areas, increasing awareness, and supporting environmental law enforcement. The 

integration of 3D CNN technology in detecting littering behavior demonstrates its 

potential to reduce pollution and promote environmentally responsible behavior. 

 

Keywords: 3D Convolutional Neural Network (CNN), Littering, Environmental 

cleanliness, Automatic detection, Classification accuracy. 

 

1. INTRODUCTION 

 

Littering has become a serious issue that negatively impacts public health and 

environmental cleanliness. Environmental pollution caused by unmanaged waste 

disposal behavior has become an urgent global concern [1]-[3]. The act of littering 

itself can be described through body movements or the position of body parts in the 

context of time and gravity [4]. Analyzing human behavior and human-computer 

interaction has become increasingly important in understanding and addressing this 

issue [5]-[6]. 

To tackle this challenge, image-based surveillance systems are used to monitor 

human activities involving littering in real-time from remote locations [7]. This 

eliminates the need for on-site personnel to observe these activities, allowing urban 

authorities to address the problem more efficiently. Developing a device that can 

detect human behavior associated with littering offers a practical solution for remote 

monitoring via online platforms, reducing manual surveillance efforts [8]-[9]. 

This research discusses the development of a system aimed at identifying littering 

behavior using real-time CCTV monitoring and image processing technology, 

particularly Convolutional Neural Networks (CNN). The use of 3D CNN in video or 

image processing allows for the extraction of both spatial and temporal information, 

which is essential in understanding and detecting littering behavior [10]. 
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 By leveraging CCTV to record videos of environments where littering 

behavior is targeted for detection, this research contributes to developing innovative 

solutions for environmental pollution issues. Through efficient monitoring and 

surveillance using this technology, it is expected to raise public awareness and 

encourage more responsible waste disposal behavior [11]. 

Previous studies have shown that image-based surveillance can detect various 

types of human behavior in different contexts. In 2018, research by Zhang et al. 

demonstrated the effectiveness of using deep learning to detect suspicious behavior in 

video surveillance systems [12]. Additionally, in 2020, Wang et al. outlined the use 

of 3D CNN for video analysis in detecting human physical activities [13]. In a more 

specific context, in 2019, Li et al. highlighted the potential of image processing 

technology for environmental monitoring [14]. However, research specifically 

focused on developing and implementing littering behavior detection systems using 

3D CNN remains limited. This study offers an original contribution by integrating 

advanced image processing and video surveillance technologies to address this 

specific environmental pollution problem [15]. 

 

 

2. MATERIAL AND METHOD 

2.1  DATASET COLLECTION  

Dataset Retrieval was taken using a mobile phone camera. Dataset collection is an 

important step to ensure the accuracy and effectiveness of the 3D Convolutional 

Neural Network (3D CNN) model in detecting trash throwing behavior. In this 

research, the dataset consists of 102 data labelled "WASTE_WASTE" and 96 data 

labelled "NORMAL", which was then converted into 11,424 data frames. To prepare 

this data, the dataset is divided into two main parts, namely training data and 

validation data. each 80% for training and 20% for validation. This division aims to 

ensure that the model can be trained effectively and validated to test the model's 

accuracy and generalization on never-before-seen data.  

 

 

2.2 3D CNN ALGORITHM 

 

 In recent years, 3D convolution layer-based neural network architectures have 

become very popular in video data classification due to their ability to analyze the 

position of objects in the context of time. Additionally, 3D CNN generates 3D 

activation maps during the convolution step, which is important for data analysis as 

well as temporal and volumetric context. To compute the element representation at a 

low level, a three-dimensional filter is used to convolve in three dimensions. 

 

 
FIGURE 1. Convolution operation on the 3DCNN architecture [23]. 
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  A form of nonlinear down sampling of the input tensor is a three-dimensional 

MaxPooling3D layer. This method divides the input tensor data into three-

dimensional subtensors along three dimensions and selects the element with the 

maximum numerical value from each subtensor. Finally, this method converts the 

input tensor into an output tensor by replacing the maximum element of each 

subtensor. MaxPooling3D is usually used for colour images, as shown in Figure 2 

[22]-[23]. 

 

 
FIGURE 2. MaxPooling 3D operation in the 3DCNN architecture [23]. 

 

The clarification modelling process with the 3D CNN algorithm is carried out 

using the Python programming language. This process is an important part of the 

device that functions to detect human activity in littering because it is a machine 

learning stage that teaches how to use objects correctly. The initial step in the 3D CNN 

method is to collect a data set containing the input video. Then, the data is broken 

down into images and divided into training and testing data. The pre-processing 

process is used in data collection to produce training which is carried out 

simultaneously with data testing to obtain a 3D CNN model. If the model obtained is 

not optimal, it will enter hyper parameters and then enter the dataset stage, but if it is 

optimal, the model will be saved. 

 

3. RESULTS AND DISCUSSION 

3.1 TRAINING MODEL 1 

Model 1 is a three-dimensional convolutional neural network (3D CNN) 

architecture developed specifically for processing video data with input resolution 

(24, 56, 32, 1). This architecture consists of several layers aimed at extracting complex 

spatial and temporal features. The first layer uses Conv3D with 128 
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FIGURE 3. 3D CNN Model 1 architecture 

 

3.2 MODEL 1 TRAINING RESULTS 

 

Model 1 is based on training and validation data for 50 epochs. This model 

shows variations in the level of accuracy and loss measured on both types of data. 

Initially, the model starts with an accuracy of around 51.52% and gradually increases 

until it reaches a peak of around 96.97% during the training process. However, 

accuracy on validation data tends to be stable in the range between 51.52% to 56.57%, 

which indicates the potential for overfitting or complexity mismatch between the data 

used for training and validation. 

 

 
FIGURE 4. Loss and accuracy of Model 1 
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The first epoch started with a loss of 1.2364 and an accuracy of 51.52%, while 

validation metrics showed a loss of 0.6968 with an accuracy of 53.03%. As training 

progresses, both loss and accuracy fluctuate, indicating that the model is attempting 

to generalize patterns learned from the training data to previously unseen validation 

data. However, the main challenge faced is in consistently improving validation 

accuracy. 

Fluctuations in validation accuracy suggest the possibility of improving 

regularization techniques or adjustments to the model architecture to improve the 

model's general ability to capture more complex patterns from video data. These 

findings provide an important foundation for discussing model performance in depth 

as well as identifying future research directions that can optimize training stability and 

validation accuracy in the context of similar 3D CNN applications. 

 

 
FIGURE 5. Confusion Matrix Model 1 

 

The image above is a confusion matrix used to evaluate the model's 

performance in recognizing actions in training data. This matrix depicts the number 

of correct and incorrect predictions made by the model for two classes: 

“WASTE_WASTE” and “NORMAL”. 

From the matrix, we can see that the model succeeded in classifying 14 

instances of "WASTE_WASTE" correctly, but incorrectly classified 5 instances of 

"WASTE_WASTE" as "NORMAL". For the "NORMAL" class, the model managed 

to correctly classify 8 instances, but incorrectly classified 7 "NORMAL" instances as 

"WASTE_WASTE". 

Overall, this confusion matrix shows that the model has quite good 

performance in classifying the "WASTE_TRASH" action with fewer errors compared 

to the "NORMAL" class. However, there were some errors in the predictions of both 

classes, indicating areas that need to be improved to improve the overall accuracy of 

the model. Further analysis and hyperparameter tuning may be necessary to reduce 

the number of classification errors and improve the model's performance in 

recognizing actions from videos. 

 

True Positive (TP)=14 
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True Negative (TN)=8 

False Positive (FP)=7 

False Negative (FN)=5 

 

Accuracy 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=

14+8

14+8+7+5
= 0.647 = 64.7% 

 

Precision 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
=

14

14+7
= 0.667 = 66.7% 

 

Recall 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑛
=

14

14+5
= 0.737 = 73.7% 

 

F1 Score 

F1 Score = 
2 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
=

2×0.667×0.737

0.667+0.737
= 0.7 = 70.0% 

 

Specificity 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
=

8

8+7
=

8

15
= 0.533 = 53.3% 

 

Model 2 is a three-dimensional convolutional neural network (3D CNN) 

architecture designed to process video data with input resolutions (24, 56, 32, 1). This 

model has a simpler structure than Model 1. This architecture consists of one Conv3D 

layer with 32 filters and a 3x3x3 kernel, which uses a ReLU activation function to 

extract features from the input video. After the convolution process, the data passes 

through a MaxPooling3D layer with a pool size of 2x2x2 to reduce spatial dimensions 

and capture the most significant features of the video. 

In contrast to Model 1, Model 2 does not implement BatchNormalization or 

Dropout, making the structure simpler and the training process faster. However, these 

shortcomings of BatchNormalization and Dropout also mean that Model 2 may be 

more susceptible to overfitting, as there is no internal mechanism to stabilize and 

prevent the model from learning the training data too specifically. After the pooling 

layer, the data is flattened into a one-dimensional vector using the Flatten layer, so 

that it can be processed by fully connected layers. 

The resulting flatten vector is then passed to the Dense layer with 32 Units and 

the ReLU activation function, which is tasked with learning a higher-level feature 

representation from the input video. Finally, the output layer consists of Dense with 2 

Units and a Softmax activation function, which generates probabilities for the two 

desired output classes. Although simpler, the structure of Model 2 allows for faster 

training and requires fewer computing resources. However, its ability to capture 

complex features from video data may not be as strong as Model 1 which has a more 

complex structure and applies regularization techniques such as BatchNormalization 

and Dropout. 
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FIGURE 6. 3D CNN Model 2 architecture 

 

The results from training the 2 3D CNN models show that performance 

improves with increasing epochs.  During 15 epochs of model training, there was a 

significant increase in performance from start to finish. At Epoch 1, the model showed 

training accuracy of 53.37% with a loss of 2.7855, while validation accuracy was 

58.33% with a loss of 0.6898. Even though it experienced fluctuations at the beginning 

of training, as seen in Epoch 2 with validation accuracy dropping to 41.67%, the 

model continued to experience consistent improvements in the following epochs. 

In Epoch 3, validation accuracy increased to 68.33% with a validation loss of 

0.5894. This indicates that the model is starting to learn better. The improvement 

continued until Epoch 6, where validation accuracy reached 80% with a validation 

loss of 0.4469. 

Towards the last epochs, the model increasingly shows stable and accurate 

performance. At Epoch 10, the model achieved validation accuracy of 86.67% with a 

validation loss of 0.4155. Accuracy continued to increase until it reached 90% at 

Epoch 15, although validation loss increased slightly to 0.4861. 

Overall, the results of this training show that the model succeeded in significantly 

improving classification accuracy with lower loss, demonstrating the model's ability 

to learn and adapt well to the given data. 
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FIGURE 7. Loss and Accuracy Model 2 

 

The image above displays two graphs that compare accuracy and loss in the 

model training and validation process for 14 epochs. The graph on the left shows the 

training and validation accuracy, while the graph on the right shows the training and 

validation loss. 

In the accuracy graph (left), it can be seen that training accuracy (blue line) 

increases consistently from around 53% in the first epoch to around 98% in the 14th 

epoch. Validation accuracy (red line) also increases, but with fluctuations, from 

around 58% in the first epoch to around 90% in the 14th epoch. This graph shows that 

the model succeeded in learning from the training data well and was able to generalize 

to the validation data with a significant increase in accuracy. 

The loss graph (right) shows that the training loss (blue line) decreased sharply 

from around 2.8 in the first epoch to around 0.1 in the 14th epoch. Validation loss (red 

line) also shows a decrease, although with fluctuations, from around 0.7 in the first 

epoch to around 0.5 in the 14th epoch. This decrease in loss indicates that the model 

is getting better at minimizing prediction errors during the training process. 

Overall, these two graphs show that the model experienced significant 

performance improvements in both accuracy and loss over the 14 epochs of training. 

The model demonstrated good ability to learn and generalize from training data to 

validation data, although there were fluctuations in validation values that may have 

been caused by data variations. 

 
FIGURE 8. Confusion Matrix Model 2. 
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Based on the Confusion matrix which shows the results of model predictions 

on test data, it can be concluded that this model is effective in distinguishing between 

the two classes tested. From this matrix, it is known that correct predictions for class 

0 reached 90 cases, while correct predictions for class 1 reached 95 cases. Meanwhile, 

prediction errors occurred in lower numbers, with 6 class 0 cases incorrectly predicted 

as class 1, and 7 class 1 cases incorrectly predicted as class 0. Thus, the accuracy 

percentage for class 0 was around 93.75%, while for class 1 it was around 93.14%. 

The overall total accuracy of the model is approximately 93.45%, indicating high 

reliability of the model in recognizing both classes. These results indicate that the 

model can be trusted in practical applications to detect differences between class 0 

and class 1 with satisfactory accuracy. 

 

True Positive (TP)=102 

True Negative (TN)=96 

False Positive (FP)=7 

False Negative (FN)=6 

 

Accuracy 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=

102+96

102+96+7+5
= 0.942 = 94.2% 

 

Precision 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
=

102

102+7
= 0.935 = 93.5% 

 

Recall 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑛
=

102

102+5
= 0.953 = 95.3% 

 

F1 Score 

F1 Score = 
2 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
=

2×93.5×95.3

93.5+95.3
= 94,3 = 94,3% 

 

Specificity 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
=

96

96+7
= 0.932 = 93.2% 

 

4. CONCLUSION 

The conclusions of the two drilled 3D CNN models show an interesting comparison 

in the context of video processing for detecting waste disposal behavior. Model 1, 

although complex with a structure consisting of multiple layers of convolution, 

Dropout, and BatchNormalization, shows high accuracy gains during training, 

reaching a peak accuracy of around 96.97%. However, the main challenge lies in 

stable accuracy on validation data, which indicates the potential for overfitting or 

difficulty in generalizing the model to unseen data. 

Meanwhile, Model 2, despite having a simpler structure with only one 

convolution layer and no BatchNormalization or Dropout, shows a significant 

increase in accuracy over 15 epochs of training. Despite appearing early on accuracy 
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validation, the model was able to achieve fairly high accuracy with low loss, 

demonstrating the ability to learn well from the given data. 

Overall, both models show potential in classifying waste disposal behavior 

from video data with satisfactory accuracy. Model 1 provides high acoustics with a 

complex structure, while Model 2 shows the ability for faster training through a 

simpler structure. Further analysis and adjustments may be needed to improve the 

stability and generalizability of both in practical applications for detecting and 

preventing inappropriate waste disposal behavior. 
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