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ABSTRACT 

The early and accurate diagnosis of cervical intraepithelial neoplasia lesions (CIN), 

particularly in a resource-limited environment, is paramount in helping to control the 

rising epidemic of cervical cancer. This research offers a hybrid classification model 

that merge texture features like Gray Level Co-occurrence Matrix (GLCM) and 

Local Binary Pattern (LBP), alongside semantic features from MobileNetV2. These 

features, after being extracted, are merged and supplied to a Multilayer Perceptron 

(MLP) for multiclass classification into Normal, CIN1, CIN2, or CIN3. The model 

was trained and evaluated using a 5-fold stratified cross-validation technique on an 

IARC dataset that contains 200 cases of colposcopy images. The experimental 

results illustrate that the model developed with a stratified k-fold cross-validation 

performed consistently well with high performance, average accuracy reported as 

86.75% ± 2.62% and Cohen's kappa 0.7963 ± 0.0524 showed substantial to almost 

perfect in agreement across folds. The best performance was recorded for Fold 4 

achieving 90.31% accuracy, while maintaining robust F1-scores across all classes.  

This hybrid approach offers a promising direction for developing efficient and 

accurate computer-aided diagnosis (CAD) systems for cervical lesion classification. 

Keywords: cervical intraepithelial neoplasia lesions (CIN), GLCM, LBP, 

MobileNetV2, MLP, colposcopy images.   

 

1. INTRODUCTION 

 

Cervical cancer remains a major public health challenge, particularly in low-

resource settings where access to regular screening and expert medical evaluation is 

limited [4]. Cervical precancer detection is critically important for diagnosing 

whether a patient has cervical intraepithelial neoplasia (CIN). Identifying CIN as 

early as possible can prevent cervical cancer through more timely and effective 

treatment. Because Cervical cancer is one of the main causes of cancer deaths 

among women throughout the world [1]. Therefore, preventive measures as early as 

possible by detecting CIN are very important to prevent it from becoming cervical 

cancer 

 

CIN is classified into three stages: CIN 1, which represents mild changes and 

often resolves on its own; CIN 2, which indicates moderate changes and carries a 

risk of progressing to cancer if left untreated; and CIN 3, which signifies severe 

changes and poses a very high risk of developing into cervical cancer. Early 

detection of CIN is vital because it allows for treatment before the condition 
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advances to cancer. To that end, many methods both conventional and AI-based 

have been developed to detect CIN. Conventional approaches rely on medical 

professionals visually analyzing colposcopic images, a process that is highly 

subjective and can lead to inconsistent diagnoses. so. AI could aid clinicians in 

making decisions, reducing their workload as well as the likelihood of misdiagnoses 

[7]. Moreover, many regions lack adequate equipment for CIN detection altogether. 

Therefore, there has been a lot of research and development to overcome the 

limitations of tools to detect CIN in remote or isolated areas, replacing medical 

personnel who diagnose CIN through colposcopy images subjectively. The use of 

artificial intelligence can replace the position of medical personnel in diagnosing 

whether it is CIN or not objectively. Various algorithms are used to process 

colposcopy image data to detect CIN, including CNN, KNN, and SVM [6,8,9,10]. 

However, the limitations of images as a data source are still an obstacle in training 

this artificial intelligence to obtain better accuracy. In this paper we propose using 

GLCM, LBP, and mobilenetv2 as feature extraction then we classifies with 

multilayer perceptron for detect CIN 1, CIN 2, CIN 3, and Normal cases. 

2. LITERATURE STUDY 

2.1 Multiclass Classification Problem 

Basically, multilayer feedforward neural networks is method for classification of 

multiclass problem. As multilayer feedforward neural networks, MLP can be applied 

in multiclass for our case are normal or CIN which has four label classes. The label 

representation are normal, CIN1, CIN2, and CIN3. 

  

2.2 Previous Study 

Various classification methods developed and used to solve this problem. The 

classification of colposcopic images encounters several difficulties that complicate 

the creation of automatic detection models. A key problem is the significant 

variability in the quality and consistency of images caused by variations in lighting, 

resolution, and the occurrence of artifacts like blood, mucus, or light reflections 

(glare) that can disrupt visual analysis. Moreover, the visual distinctions among 

lesion grades like CIN1, CIN2, and CIN3 are frequently quite subtle, which makes 

them challenging to identify, even for specialists, not to mention for automated 

systems. Class imbalance presents a significant issue, as data from the normal class 

is significantly more plentiful than that of abnormal classes like CIN2 or CIN3, 

leading to models being skewed towards the majority class. The labels employed are 

frequently subjective, depending on physicians' interpretation, and not all data is 

backed by histopathological confirmation.  

Texture-related features like Gray-Level Co-occurrence Matrix (GLCM) and 

Local Binary Pattern (LBP) are commonly utilized to analyze the spatial and textural 

properties of cervical tissue, which frequently reflect lesion traits such as acetowhite 

epithelium, mosaic patterns, or punctation. Besides these manually crafted features, 

deep features obtained from pretrained convolutional neural networks like 

MobileNetV2 have demonstrated effectiveness in grasping high-level semantic 

details from the images. These characteristics, utilized separately or together, are 

subsequently fed into a classification model like a Multi-Layer Perceptron (MLP) to 

differentiate normal from abnormal cervical tissues or to categorize the severity of 
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lesions (e.g., CIN1, CIN2, CIN3). This combined method leverages the advantages 

of both classic texture analysis and contemporary deep learning, MLP, facilitating 

more precise and widely applicable predictions, particularly when dealing with 

restricted datasets.   

 

3. METHODOLOGY 

In this research we using feature extraction methodology such as GLCM, LBP, 

and mobilenetv2. Data with number not significant lead us to using image 

augmentation. The extraction feature output will use to classify using multilayer 

perceptron or MLP. 

3.1 DATA 

The dataset used was obtained from IARC which consists of 200 cases. The 

dataset consists of several classes, namely normal, CIN 1, CIN 2, and CIN 3, each of 

which can be seen as follows. The following is four picture of a normal colposcopy 

that does not have any symptoms of pre-cervical cancer. 

 
Figure 1. Normal  

And the next four colposcopy image which is classified as cervical intraepithelial 

neoplasia 1 

 
Figure 2. CIN 1 

And upcoming four colposcopy image which is classified as cervical 

intraepithelial neoplasia 2 

 
Figure 3. CIN2 

The last one about four picture of a colcoscopy which is classified as cervical 

intraepithelial neoplasia 3 
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Figure 4. CIN 3 

These images are part of the images that will be used as a dataset for data input 

according to their respective classes. 

3.2 PREPROCESSING  

3.2.1 IMAGE AUGMENTATION 

Each image is made into 3 variations, namely the original, flipped horizontally, 

and rotated 90 degrees. The purpose of adding data (augmentation) is to make the 

model more robust against rotation and symmetry and reduce overfitting. Then the 

image is changed to a size of 224x224 pixels and changed to grayscale for LBP and 

GLCM purposes. 

3.3 GLCM 

GLCM is a texture-based feature extraction that is often used in the classification 

process [5].The Gray Level Co-occurrence Matrix (GLCM) is a statistical method 

used to examine the texture of an image by considering the spatial relationship 

between pairs of pixels. For a given image I, GLCM is defined as a matrix C(i,j) 

where each element represents the frequency with which two pixels with gray levels 

i and j occur adjacent to each other at a specified spatial offset (Δx,Δy). The matrix 

can be normalized so that its elements represent joint probabilities: 

     (1) 

GLCM computes how often a pixel with intensity i occurs in a specific spatial 

relationship (e.g., distance d and angle θ) with a pixel of intensity j. Commonly used 

directions include 0°, 45°, 90°, and 135°, with a distance typically set to 1. By 

iterating through the image, a matrix of co-occurrence counts is built, typically of 

size p×p, where p is the number of gray levels (often reduced via quantization). The 

normalized GLCM matrix P(i,j) serves as a basis for calculating various second-

order texture descriptors. From the GLCM, a set of texture features known as 

Haralick features can be extracted to quantify texture characteristics such as 

contras, dissimilarity, homogeneity, energy, correlation, ASM (angular second 

moment). 

3.4 Local Binary Pattern (LBP) 

By thresholding each pixel's neighborhood and treating the result as a binary 

number, the Local Binary Pattern (LBP) texture descriptor encapsulates an image's 
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local spatial structure. The LBP operator creates a binary code depending on 

whether each neighbor's intensity is higher or lower than the core pixel in a 

grayscale image by comparing each pixel with its surrounding neighbors. 

3.5 MobileNetV2 

MobileNetV2 is a convolutional neural network architecture proposed by 

Sandler et al. [2] designed for efficient on-device vision applications. It introduces 

two novel components: inverted residual blocks and linear bottlenecks, which 

significantly reduce the number of parameters and computational cost while 

maintaining competitive accuracy on large-scale image classification benchmarks 

such as ImageNet. Unlike traditional convolutional networks that expand feature 

dimensions progressively, MobileNetV2 utilizes an expansion depthwise projection 

structure in its bottleneck layers. Specifically, each block expands the input feature 

maps to a higher dimension using a 1×1 convolution, processes spatial information 

through a depthwise separable convolution, and then projects the output back to a 

lower-dimensional space via another 1×1 convolution. A skip connection is added 

when the input and output dimensions match, forming an inverted residual.  

Additionally, MobileNetV2 avoids using non-linear activation (e.g., ReLU) at 

the projection layer, preserving valuable information in low-dimensional 

embeddings. The final feature map is processed via a global average pooling layer, 

producing a compact and discriminative 1280-dimensional feature vector. In this 

study, MobileNetV2 is employed as a feature extractor, where the pretrained weights 

on ImageNet are utilized. The top classification layer is removed 

(include_top=False), and the model outputs a 1280-length vector via global average 

pooling (pooling='avg') 

3.6 Multilayer Perceptron 

 
Figure 5. MLP with two hidden layer   

Structure of MLP Explanation 

• Inputs (Xi1, Xi2, ..., Xin): These represent extracted features from images 
(LBP, GLCM, and MobileNetV2 features). 
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• Hidden Layers (Blue nodes): Fully connected dense layers that learn to 
combine and transform features. 

• Output Layer (Normal, CIN1, CIN2, CIN3): A softmax layer that gives the 
class probabilities. 

• Weights (W) and Bias nodes: Essential elements in neural network 
computation (learned during training). 

 

3.7 Cross Validation 

Cross-validation is a strong method for assessing a machine learning model's 

performance by dividing the dataset into several subsets, ensuring that the model can 

generalize effectively to new data. Rather than depending on one train-test division, 

which may lead to bias or variance based on the data's segmentation, cross-

validation methodically cycles through various training and validation sets. 

Specifically, Stratified K-Fold cross-validation, applied in our project, divides the 

dataset into K equally sized folds while maintaining the class distribution in every 

fold — an essential aspect for imbalanced datasets such as those found in medical 

imaging. In every iteration, one fold serves as the validation set, while the other K–1 

folds are utilized for training. This procedure is carried out K times to ensure that 

each data point is utilized for training and validation precisely one time. Once all 

folds are assessed, the outcomes are averaged to provide a more dependable 

estimation of the model's overall effectiveness. This method aids in reducing 

overfitting, lessens bias in performance measurements, and optimizes the utilization 

of limited data, which is especially important in fields like cervical lesion 

classification where labeled data may be rare. So we used K is 5 for this experiment. 

3.8 Classifier Analysis 

The problem when we built classifier model to predict classification issue is how 

we know the measurement of that model is capable to implementation. In this [3] 

explained that kappa statistic is one of solution to evaluate the model classifier. The 

scale of kappa is indicator value to represent that model is good enough or not.  

Interpretation of cohen kappa K, can view in this below:  

Kappa   Agreement  

< 0   less than chance agreement  

0.01–0.20   Slight agreement  

0.21– 0.40  Fair agreement  

0.41–0.60   Moderate agreement  

0.61–0.80   Substantial agreement  

0.81–0.99   Almost perfect agreement (perfect) 

4. RESULT AND DISCUSSION 

This result of computation MLP with feature extraction by GLCM, LBP, and 

mobilenetv2. You can see below.  
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Trend of experimental training accuracy and validation accuracy then train loss 

and validation loss, in which, from top to bottom and from left to right, are training 

accuracy and validation accuracy of fold 1–5, same too with train loss and validation 

loss in right side. 

 

 

 

 

 

 

 

  figure 6. acc and loss fold 1   figure 7. acc and loss fold 2 

  

 

 

 
 

 

 

  Figure 8. acc and loss fold 1  Figure 9. acc and loss fold 4 

 

 

 

 

 

 

         figure 10. acc and loss fold 5 

Table 1. Fold 1 

 precision Recall F1-score 

CIN 1 0.82 0.82 0.82 

CIN 2 0.79 0.52 0.63 

CIN3 0.73 0.88 0.80 

Normal 0.93 0.90 0.91 



Nugroho suhandono, Prof Siti nurmaini 

Cervical Pre-cancer Classification Using MLP Based on Hybrid Features from 

GLCM, LBP, and MobileNetV2 

 

112  ISSN: 2252-4274 (Print) 

  ISSN: 2252-5459 (Online) 

Table 2. Fold 2  

 precision Recall F1-score 

CIN 1 0.76 0.68 0.71 

CIN 2 0.82 0.64 0.72 

CIN3 0.81 0.96 0.88 

Normal 0.89 0.89 0.89 

Table 3. Fold 3 

 Precision Recall F1-score 

CIN 1 0.88 0.81 0.85 

CIN 2 0.93 0.64 0.76 

CIN3 0.86 0.92 0.89 

Normal 0.89 0.96 0.92 

Table 4. Fold 4 

 precision Recall F1-score 

CIN 1 0.88 0.95 0.91 

CIN 2 0.85 0.77 0.81 

CIN3 0.90 0.96 0.93 

Normal 0.93 0.89 0.90 

Table 5. Fold 5 

 precision Recall F1-score 

CIN 1 0.93 0.76 0.84 

CIN 2 0.88 0.71 0.79 

CIN3 0.92 0.90 0.91 

Normal 0.84 0.96 0.89 

Table 6. accuracy and cohen kappa each fold 

 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 

accuracy 0.8376 0.8367 0.8827 0.9031 0.8776 

Cohen kappa 0.7461 0.7241 0.8488 0.8514 0.8111 

Degree of 

agreement 

substantial substantial Perfect Perfect  perfect 

 

The evaluation includes four classes: CIN1, CIN2, CIN3, and NORMAL, 

assessed using precision, recall, f1-score, and overall accuracy metrics. 

In Fold 1, the model achieved an accuracy of 83.76%, with the highest 

performance in the NORMAL (f1-score 0.91) and CIN1 (0.82) classes, while the 

weakest performance was observed in the CIN2 class with an f1-score of 0.63, 

primarily due to a low recall of 0.52. This indicates that many CIN2 cases were 

missed, leading to a high false negative rate. Nevertheless, the precision for CIN2 

remained relatively good at 0.79, suggesting that while predictions were correct 

when made, the model struggled to capture all actual CIN2 cases. The model 

achieved cohen kappa 0.7461 it is means degree of agreement substantial. 

In Fold 2, the accuracy slightly improved to 83.67%, with a significant boost in 

the CIN3 class, which achieved a high f1-score of 0.88 due to an impressive recall of 
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0.96. CIN1 and CIN2 still showed relatively lower f1-scores (0.71 and 0.72), 

indicating that the model continued to struggle in distinguishing lower-grade lesions. 

The NORMAL class maintained a consistent performance with an f1-score of 0.89, 

reinforcing the trend that this class is the easiest for the model to recognize. The 

model achieved cohen kappa 0.7241 it is means degree of agreement substantial. 

In Fold 3, the model experienced a notable performance increase, reaching an 

accuracy of 88.27%. F1-scores for all classes improved, with the highest values 

found in the NORMAL (0.92) and CIN3 (0.89) classes, demonstrating the model's 

strong ability to classify normal and high-grade lesion cases. The precision for CIN2 

reached 0.93, but its recall remained low (0.64), again highlighting the imbalance 

between the model’s detection capability and prediction confidence for CIN2. The 

model achieved cohen kappa 0.8488 it is means degree of agreement almost perfect. 

Next, Fold 4 achieved the best results with the highest accuracy of 90.31%. In 

this fold, the model performed consistently well across all classes. F1-scores for 

CIN1, CIN3, and NORMAL all exceeded 0.90, with CIN3 reaching a recall of 0.96. 

This indicates that the model was able to capture classification patterns very 

effectively, even for the previously challenging CIN2 class, which attained a 

respectable f1-score of 0.81. This fold illustrates the model’s maximum potential in 

multi-class cervical lesion classification. The model achieved cohen kappa 0.8514 it 

is means degree of agreement almost perfect or perfect. 

In Fold 5, the model recorded an accuracy of 87.76%, with the highest precision 

seen in CIN1 (0.93) and CIN3 (0.92). The best recall was observed in the NORMAL 

class (0.96), while CIN2 once again demonstrated the weakest performance in terms 

of recall (0.71) and f1-score (0.79). This reaffirms the common challenge in 

detecting CIN2, which, even in clinical practice, is a transitional category that is 

often difficult to distinguish visually and texturally. The model achieved cohen 

kappa 0.8111 it is means degree of agreement almost perfect or perfect. 

Overall, the model achieved an average accuracy of 86.75% ± 2.62% and average 

cohen kappa 0.7963 ± 0.0524 (substantial), indicating good stability and consistency 

across folds. The average macro f1-score approached 0.85, reflecting a balanced 

performance across all classes despite minor fluctuations, particularly in CIN2. A 

general pattern across the five folds suggests that the model is highly reliable in 

recognizing advanced lesions (CIN3) and normal conditions but needs improvement 

in detecting intermediate lesions like CIN2, which are clinically known to be 

transitional stages between mild and severe abnormalities. 

In the end, this model demonstrates strong potential for use as a clinical decision 

support system based on colposcopic images, with further refinements needed, 

particularly in learning better representations for minor or ambiguous classes. 
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Strategies such as data balancing, class-specific augmentation, or ensemble methods 

could be considered to further enhance the model’s generalization and robustness. 

 

5. CONCLUSION 

 

 The five-fold cross-validation results demonstrate that the model achieves 

consistently high performance in classifying cervical lesion images, with an average 

accuracy of 86.75% ± 2.62% and an average cohen kappa 0.7963 ± 0.0524 

(substantial almost perfect agreement). Across all folds, the model shows strong 

capability in identifying NORMAL and CIN3 classes, indicated by high precision, 

recall, and f1-scores. However, the model consistently struggles with the CIN2 

class, which presents the lowest recall and f1-score values in most folds. This 

suggests that CIN2 remains the most challenging class to classify accurately, likely 

due to its intermediate and overlapping features with other lesion grades. In 

summary, the best performance is observed in Fold 4, with an accuracy of 90.31%, 

showing that the model can achieve excellent classification under optimal 

conditions.  
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