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ABSTRACT 

The pattern of the human face is a form of self-identity and also a form of originality 

for each individual. The development of facial recognition technology impacts its 

application in various computing devices, both in computer vision and on single-chip 

processors. One of the continuously developed implementations is in the form of robot 

vision by identifying facial features. This research aims to develop a facial recognition 

system focusing on the identification of the eye and nose areas. This research utilizes 

the Weightless Neural Network (WNN) method with the Immediate Scan technique. 

The combination of methods allows for rapid and accurate pattern recognition, even 

when the face changes position. The detection process is carried out using the Haar 

Cascade Classifier algorithm, which functions to recognize faces and divides the area 

into nine different zones to ensure accurate identification. The hardware 

implementation was carried out on a Raspberry Pi for face detection and facial pattern 

recognition, as well as the data processor for the robot vision sensor and actuator on 

the microcontroller. The results of the robot's movement testing have worked well 

according to the calculation of GPS data values to determine the robot's last position. 

Then, in the face pattern recognition process, it shows that the proposed method can 

achieve a maximum accuracy level of up to 98.87% in testing with the internal data 

set, while testing under different conditions experiences a slight decrease in accuracy 

to 91.38%. The highest similarity percentage to the faces of other individuals reached 

75.69%, indicating that this method is quite adaptive to various facial variations. The 

execution time of the identification process ranges from 11 ms to 17 ms, depending 

on the amount of data compared during the scanning. This research is expected to 

serve as a foundation for further development in robotics systems and embedded 

system-based facial recognition.  

Keywords: Face Recognition, Weightless Neural Network (WNN), Haar Cascade 

Classifier, face detection, robot vision. 

 

1. INTRODUCTION 

Every person in the world uses their face as a means of self-identification and 

uniqueness. Faces come in a variety of shapes and configurations that combine to 

create a pattern that computers can recognize [1][2]. There are numerous ways that 

facial recognition technology is used in daily life thanks to current technological 

advancements. This is seen in the use of robotics, smart farming, smart houses, and 

other technologies [3][4]. The capabilities of robots in the modern era are truly 

remarkable. Robots autonomously carry out tasks based on human requirements. With 

the help of several sensors in its operation, and the program that has been embedded 
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in the robot [5][6]. In its development, it is not uncommon to find mobile robots 

already equipped with camera sensors. The camera sensor serves as the visual 

perception for the robot itself. With the presence of the camera sensor, the robot can 

now also process images obtained through the camera sensor and perform more 

complex tasks, such as object recognition and facial recognition [7][8]. This robot is 

known as a vision robot [9][10]. 

Robot vision implements continuous facial pattern recognition in identifying facial 

pattern features. Face identification is a form of implementation of detection and 

recognition in the process of face image processing [11][12][13]. sometimes in its 

application, robot vision is equipped with various navigation sensors, such as GPS, 

compass, and distance sensors. These navigation sensors are very important to ensure 

that the robot can operate safely and not lose direction in determining the destination 

location [14][15][16]. As in previous research, robots are used to deliver orders both 

indoors and outdoors. Therefore, navigation sensors are very much needed. For 

navigation, neural network and fuzzy logic methods are usually used, while for pattern 

recognition, the Weightless Neural Network Face Recognition (WNN-FR) is 

employed [17][18][19]. Weightless Neural Network Face Recognition Algorithm is a 

derivative of the WiSARD Algorithm that focuses solely on facial data processing, 

where the data is in the form of binary data sets grouped in several N-tuple memories 

[20][21[19]. 

The Weightless Neural Network Face Recognition method is reliable in single-chip 

processor device applications [22][23]. This is because pattern data is processed and 

recognized at the bit level. However, for the extraction of RGB pattern data in the 

preprocessor, a computer device is still used, in this case, a mini computer. The mini 

computer device works like a PC but on an embedded platform [24][25]. The 

processed data is selected in such a way using feature extraction methods. After that, 

it is sent to the single-chip processor unit for recognition. This research aims to 

develop a facial recognition system focusing on the identification of the eye and nose 

areas, using the Weightless Neural Network (WNN) method with the Immediate Scan 

technique. The combination of methods allows for rapid and accurate pattern 

recognition, even when the face undergoes positional changes. The detection process 

is carried out using the Haar Cascade Classifier algorithm, which functions to 

recognize faces and divide the area into several different facial areas, to ensure the 

accuracy of identification. The data processor for the robot vision sensor and actuator 

on the microcontroller, as well as the Raspberry Pi for face detection and facial pattern 

recognition, are used in the hardware implementation. The eye and nose image data 

from a dynamic facial image that has been positioned is the data that will be 

recognized. 

 

2. METHODOLOGY 

This section aims to explain the methodology used and the process of conducting 

this research. Both from system design, hardware design, software design, and 

explanation of the methods used. Everything will be discussed in this section. 

 

2.1 SYSTEM DESIGN 

This process is the initial stage in this research which will describe the entire 

system to be created in outline. The description will be loaded into the form of a flow 

chart which is more like a software design but without additional details, and focuses 
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on describing how the system will work. The following in Figure 1 will display a 

diagram that describes the design of the system to be created. 

The system will start with the camera of the processor which is a Raspberry pi 

capturing the image, then the image will be processed from RGB format to Grayscale 

at the preprocessing stage. After that, detection will be carried out using the Haar 

cascades classifier method so that an image of the face area is obtained. The face 

image will be read the size and position so that it can be adjusted to the center of the 

frame. After that, facial feature extraction using Resize image is done in order to get 

an image of the eye and nose area. After getting an image of the eye and nose area, 

the image will be converted into binary form and will be sent to Microcontroller which 

is an Arduino Mega via serial communication. 

 

 
FIGURE 1. System design diagram 

 

The binary data received by Arduino will then be identified. This identification 

process uses the Weightless Neural Network (WNN) method as its identification 

method. With the data set that has been created, the recognition process will be run 

and produce a percentage of similarity which, this level of similarity will be used as a 

reference in determining whether the image is recognized or not. 

 

2.2 HARDWARE DESIGN 

At this stage, the design of the hardware will be made to make the robot that will 

be used in this research. Starting with designing the robot frame and after the robot 

design is complete, it will be printed using a 3D printer. After the frame is printed, the 

frame will be put together so that the robot frame is finished. After the frame is printed, 

the frame will be assembled so that the robot frame is complete. Figure 2 shows the 

design results and the final outcome of the assembled robot. 
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FIGURE 2. Robot design 

After the frame is completed, the robot frame is then assembled according to the 

required components, as shown in Table 1. 

TABLE 1.  

System requirements analysis 

Item Name Amount 

Rspberry Pi 4B 1 

Rspberry Pi Camera 1 

Arduino Mega 1 

Li-po baterai 12 volts 2 

BTS-7960 Motor Driver 4 

DC motor 4 

 

Once the components have been collected. The components will be assembled so 

that they can function in accordance with the research objectives. The description of 

the wiring system in the robot can be seen in the Figure 3. 

 

FIGURE 3. System Wiring Diagram 
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The basic idea behind this robot system is that it will move around freely in the 

space and use the pi camera as input to determine its direction. if a face is detected by 

the camera. With the aid of four motor drivers attached to four separate wheels, the 

robot will move in accordance with the face's location. Through pin input, the 

Raspberry, an image processing unit, will instruct the motor driver to approach the 

face up to a predetermined distance. When it's appropriate, the raspberry will snap an 

image of the face, process it, and send it to the Arduino so that it can be identified. 

 

 

2.3 SOFTWARE DESIGN 

The software design consists of several processes involving the face detection 

process, and the face area identification process. In the development of the process, 

the algorithm used to perform face detection is the Haar cascade classifier developed 

by Paul Viola and Michael Jones in 2001. Meanwhile, for the face area identification 

method using the Weightless Neural Network face Recognition Algorithm (WNN 

FRA) which is a derivative of the WiSARD Algorithm algorithm. The implementation 

of the WNN FRA algorithm is assisted by a direct recognition method called 

Immediate Scan which is based on a comparator that will compare the data in the 

WNN FRA directly from the point where the data is loaded. Figure 4 is an image of 

the Immediate Scan method. 

In the Figure 4, the reference pattern has data with RAM node resolution (x*y), 

while the input pattern has data with RAM node resolution (x*y)'. The data checking 

process is adjusted to the position of each RAM node data from the beginning to the 

end. The checking starts at the initial row RAM point R(1,1) to RAM point R(1,n) in 

the reference pattern, which is the same as point R(1,1)' to point R(1,n)'in the input 

pattern. Followed by the last row point in the reference pattern RAM R(m,1) to 

R(m,n), which is the same as point R(m,1)' to R(m,n)' in the input pattern. 

 

 
FIGURE 4. Immediate Scan method 
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The next step is the face detection procedure, which involves processing the 

camera's collected image data to determine the face region. Once this area is 

determined, the image is shrunk to just include the eyes and nose. In order for the face 

area to enter the shooting region in the camera frame, the face's coordinates will be 

read and adjusted in position. The process flow for face detection is shown in Figure 

5. 

 

 
 

FIGURE 5. Face Detection Flow 

 

Adjusting the picture frame's position to the shooting region comes next once data 

is obtained from the image frame (Figure 6). The following firing scheme image 

shows the shooting area. The image capturing area is separated into nine distinct areas 

according to their respective Regions Of Interest (ROI), as can be seen in the below 

image. The image will be processed once it is taken in order to be used in the following 

step, which is the identification process utilizing the WNN FRA method. Analysis of 

system needs the frame has seven image regions, each with a pixel width of 641 x 

481. The facial image will be recorded and processed for detection and recognition if 

it fills one of the positions 

 

FIGURE 6. Image Capture Scheme 
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. 

 

FIGURE 7. Face Recognition Architecture 

The next stage is to design a WNN RFA architecture that meets the goals of this 

research. Figure 7 is an image of the WNN FRA architecture that will be used in this 

research. After getting an image of the face area, the data is extracted and adjusts the 

eye and nose area which will be converted to binary form and will enter into the input 

vector, in the input vector, each bit that is formed will be addressed to the same node 

which will be grouped into Ram discriminator, then this discriminator will be tested 

using comparator against each class which contains the previously created data set. 

The highest test result against the class will be determined on the comparator, the class 

that has the highest similarity to the input data will be determined as the Winnerclass. 

 

  

3. METHODOLOGY 

The robotic system's distance calculation is the first analysis phase in this test. A 

key element of the GPS-based navigation system is the computation of the bearing 

and distance between the robot's current location and the destination coordinates. In 

order to determine the shortest distance between two geographical coordinate points, 

the Haversine formula is utilized, which accounts for the Earth's curvature. The 

latitude and longitude difference between the robot's current location and the 

destination point—which is first translated into radians—is used in this formula. The 

following formula is used to compute the distance. 

 

𝑎 = 𝑠𝑖𝑛2 (
Δϕ

2
) + cos(𝜙1) ⋅ cos(𝜙2) ⋅ 𝑠𝑖𝑛2 (

∆𝜆

2
)   

 …(1) 

𝑐 = 2 ⋅ 𝑎𝑡𝑎𝑛2(√𝑎, √1 − 𝑎)      …(2) 

𝑑 = 𝑅 ⋅ 𝑐        …(3) 
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Where 𝜙 is latitude, 𝜆 is longitude, 𝑅 is the radius of the Earth (approximately 6371 

km), and 𝑑 is the distance between two points in kilometers (or converted to meters). 

Meanwhile, the bearing or direction is calculated to determine the angle between the 

north line and the imaginary line from the robot's position to the destination point. The 

bearing calculation uses the following trigonometric formula: 

 

𝑦 = 𝑎𝑡𝑎𝑛2(sin(∆𝜆) ⋅ cos(𝜙2),      

 …(4) 

x = cos(𝜙1) ⋅ sin(𝜙2) − sin(𝜙1) ⋅ cos(𝜙2) ⋅ cos(∆𝜆))     

 …(5) 

 

The result of the atan2 function is then converted to degrees and adjusted within 

the range of 0°–360°. The bearing value will be compared with the compass heading 

to determine the robot's movement direction towards the target coordinates accurately. 

Here is the calculation to measure the distance between Unsri Bukit and Unsri 

Indralaya using that formula. 

 

Unsri Indralaya = 3.216749°S, 104.648751°E 

Unsri Bukit = 2.985692°S, 104.732406°E 

 

To convert coordinates from degrees to radians, the formula used is: 

 

𝑟𝑎𝑑𝑖𝑎𝑛 = 𝑑𝑒𝑟𝑎𝑗𝑎𝑡 𝑥 (
𝜋

180
)        …(6) 

Point 1: 

• lat1 = 3.216749°S = -3.216749 × 
𝜋

180
 ≈  -0.056141 rad 

• lon1 = 104.648751°E = 104.648751 × 
𝜋

180
 ≈  1.826517 rad 

Point 2: 

• lat2 = 2.985692°S = -2.985692 × 
𝜋

180
 ≈  -0.052141 rad 

• lon2 = 104.732406°E = 104.732406 × 
𝜋

180
 ≈  1.826822 rad 

To convert coordinates from degrees to radians, the formula is used: Calculate the 

difference in latitude (Δlat) and longitude (Δlon). 

 

 

• ∆𝜙 = lat2−lat1 = -0.052141 rad - (-0.056141 rad) = 0.004 rad 

• ∆𝜆 = lon2−lon1= 1.826822 rad - 1.826517 rad = 0.000305 rad 

Calculate the value of a using the Haversine formula to calculate a, 

 

𝑎 = 𝑠𝑖𝑛2 (
Δϕ

2
) + cos(𝜙1) ⋅ cos(𝜙2) ⋅ 𝑠𝑖𝑛2 (

∆𝜆

2
)    

 …(7) 
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Substitute the values that have already been calculated: 

 

𝑎 = 𝑠𝑖𝑛2 (
0.004

2
) + cos(−0.056141) ⋅ cos(−0.052141) ⋅ 𝑠𝑖𝑛2 (

0.000305

2
) 

𝑎 ≈ (8.0 × 10−6) + (0.9984 ⋅ 0.9986 ⋅ 1.16 × 10−8) ≈  1.92 ×  10−10 

Calculate the value of c (angle) 

𝑐 = 2 ⋅ 𝑎𝑡𝑎𝑛2(√𝑎, √1 − 𝑎) ≈  2 ⋅ 𝑎𝑡𝑎𝑛2(1.38 × 10−5, 0.999999)

≈  2.77 ×  10−5 𝑟𝑎𝑑 

Calculate the distance (d), The distance is calculated by multiplying the value of c by 

the radius of the Earth (R), which is assumed to be 6,371 km (or 6,371,000 meters): 

 

𝑑 = 𝑅 ⋅ 𝑐 = 6371000 ⋅ 2.77 × 10−5 ≈  𝟐𝟕𝟑𝟏𝟗. 𝟖 𝒎𝒆𝒕𝒆𝒓 

The Haversine formula is used to calculate the distance between Unsri Layo and 

Unsri Bukit, and the result is ±27.319 meters. This figure shows a very close or exact 

match to the estimated distance of about ±27.3 km found using digital mapping tools 

like Google Earth. The distance from Google Earth between Unsri Layo and Unsri 

Bukit is shown in Figure 8 below. 

 

 

FIGURE 8. Distance between Unsri Layo and Unsri Bukit 

 

Face detection comes next. The ability of the Viola-Jones algorithm to identify 

dynamic face regions will be evaluated in this test. The face's direction in this instance 
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is dynamic, pointing in nine various directions: top left, center, bottom, top front, 

center, bottom, and top right, center, bottom. which nine directions are derived from 

the nine ROIs shown in Table 2 during the previous session. Top left, Center left, 

Bottom left, Top Center front, Lower front, Top right, Center right, and Bottom right 

are the ROI spots in the table, in that sequence. 

TABLE 2. 

Directions are based on the 9 ROI 

 
 

Following the acquisition of the face image. The image will then be resized to only 

show the area around the eyes and nose. We can refer to this as the resize image 

process, as shown in Table 3. An image of the eye and nose region with a resolution 

of 48x28 to 58x38 pixels is the end product of this procedure. 

 

TABLE 3. 

The result of Resize image 

 

After receiving the face detection and resizing results. The robot motion system 

will use the value data on the frame based on these two outcomes as a reference. The 

robot will collect some data based on the face image capturing strategy, as illustrated 

in figure 9. 
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FIGURE 9. Example of Face Position Reading Result 

 

The values of Inner, Inner_y, Inner W, and Inner H are the data derived from the 

above image. This figure is derived from the results of resizing an image that only 

includes the nose and eyes and is indicated by a red box. The robot's movement will 

be based on this data, allowing the detected eye and nose area to reach the image 

capturing area. Following that, the robot will snap a picture in order to identify it. 

Analyzing the facial recognition pattern test findings is the next stage. Two 

different kinds of test data are used to examine the identification (recognition) of the 

eye and nose region. Specifically, test data collected in identical conditions to those 

in which the data set was collected and test data collected in conditions that differed 

from those in which the data set was collected. The figure provides a graphic 

comparison of the highest and lowest accuracy. According to the test results above, 

Class left center 2 achieved the highest value through testing, with a similarity 

percentage of 98.87%. This class was the top winner in the test above, with an average 

similarity result of 92.98% for each class. The outcome of the pattern recognition 

accuracy test is shown in Figure 10. 

 

FIGURE  10. accuracy test 
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From the diagram Figure 10, it can be seen that the highest accuracy is stable near 

100% in all face positions. While the lowest accuracy is only around 80% in all face 

positions. Furthermore, the comparison between the highest and lowest Ws at each 

face position can be seen in the following diagram: 

 

 

FIGURE 11. Execution time 

From the figure 11, it can be seen that the highest Ws on each face is quite varied, 

ranging from 11 to 18, while the lowest Ws is also varied on each part of the face, 

ranging from 10 to 16. The next step is to evaluate the data in different conditions than 

when the data set was gathered. This results in a lower percentage of similarity 

because the environment varies, which affects the photos' output. Consequently, 

during testing, the percentage of similarity decreases. Table 5 presents the test results 

for the various conditions. 

TABLE 5. 

The test results of the test data with different circumstances 
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Besides the two test data mentioned previously. To determine how well the method 

can distinguish the nose and eye regions on various faces, a similarity test was also 

performed on a number of distinct faces that were selected from the author's friends' 

faces. The test results for faces that aren't used as data sets are listed here. 

It is evident from the aforementioned results that the percentage of similarity achieved 

when recognizing the author's friend's face is lower than that achieved when testing 

using the author's face test data. The test data from the author's face, which is 91.38% 

under various conditions, is significantly distant from the greatest percentage of 

similarity class, which is 75.69%. 

 

 

4. CONCLUSION 

Overall, the research has produced positive findings. The robot's position was 

calculated by modeling and testing, and the results matched the calculated distance. 

The Weightless Neural Network approach has the potential to be effective. Under the 

same conditions, the test results with the author's face data set can achieve a similarity 

of 98.87%, and under other conditions, they can reach 91.38%. The author's friend's 

face data yielded the highest similarity value, 75.69%. When testing with data 

collected in the same state as the data set, the average class of test results is 92.98%; 

however, when testing with data collected under different conditions, it drops to 

87.56%. Depending on the quantity of the data being compared, the duration per 

operation can vary from 11 ms to 17 ms. 
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