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ABSTRACT 

Query reformulation is one of the tasks in Information Retrieval (IR), which 

automatically creates new queries based on previous queries. The main challenge of 

query reformulation is to create a new query whose meaning or context is similar to 

the old query. Query reformulation can improve the search for relevant documents 

for Open-domain Question Answering (OpenQA). The more queries are given to the 

search system, and the more documents will be generated. We propose a Word 

Predicted and Substituted (WPS) method for query reformulation using a word 

embedding word2vec. We tested this method on the Indonesian Question Answering 

System (IQAS). The test results obtained an E-1 value of 81% and an E-2 value of 

274%. These results prove that the query reformulation method with WPS and 

word-embedding can improve the search for potential IQAS answers. 

Keywords: Query Reformulation, WPS, Word2Vec, IQAS 

 

1. INTRODUCTION 

 

Open-domain Question Answering (OpenQA) is a system that can answer 

common questions in natural language [1, 2].  To find answers to these common 

questions, OpenQA has to process many documents.  The Internet can be used as a 

source of document searches because it is vast and growing.  Document searches 

on the Internet can use search engines based on queries relevant to the question [3, 

4].  One technique to increase document search results is to use Query 

Reformulation [5, 6], which is a technique to create new queries based on the initial 

query given automatically. 

Several approaches have been used to reformulate the query, ranging from simple 

rule-based [7] approaches to deep learning [5, 8, 9] approaches. In general, there are 

two knowledge bases used by the query reformulation system [10, 11]. First, using 

the Query Log, namely queries stored in the database of a system, such as Search 

Engines (Google, Yahoo, Bing), Community Question Answering System (Yahoo! 

Answers, StackOverflow, Query), and others. New queries are generated by 

processing existing queries in the Query Log. Second, using a semantic dictionary 

(WordNet) and corpus statistics. New queries are generated by analyzing meaning 

relationships between words or word counts based on statistics [12]. This approach 

is more complicated than using Query Log because of its high semantic gap. In 

addition, the processing level of the two is different, and Query Log can be used to 

process sentences, while this approach only applies at the word level [13]. 
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This research uses a knowledge base with the second approach. A new query is 

generated based on calculating the similarity of meaning between words based on 

the context of a corpus. The method used is word2vec which is based on an artificial 

conditional network model called Continuous Bag-of-Words (CBOW) [14]. The 

word2vec training corpus from Wikipedia Dump is about 600MB in size. The focus 

of the research is how to generate a new query based on the previous query because 

the more queries generated, the greater the chance that an answer will be obtained 

[15]. For example, there is a query “siapa nama presiden indonesia pertama” (who is 

first president of Indonesia), word2vec can provide a similarity for every word in the 

query. For example, from the word “presiden” (president), it is possible to generate 

similar words such as “pemimpin” (leader) or “proklamator” (proclaimer). Suppose 

these two words are used to replace the word “presiden”. In that case, it will 

become: “siapa nama pemimpin indonesia pertama” (who is first Indonesian leader) 

and “siapa nama proklamator indonesia pertama” (who is the first proclaimer of 

Indonesia). For high precision similarity of meanings of words can use WordNet. 

Unfortunately, there is no WordNet for Indonesian. Therefore, it is necessary to 

explore word2vec to determine whether this technique is effective for Indonesian 

query reformulation. 

Based on the background, we propose two research questions: can word2vec with 

the CBOW model be used as a query reformulation method to improve the 

performance of the Question and Answer System? and can query reformulation 

perform better than using a single query? The two questions are the reasons for this 

research. The contribution of this research is to find out the effectiveness of the 

word2vec method for Indonesian query reformulation. The following parts of this 

paper are organized as follows: Section 2 describes the related work. Section 3 

describes the research method's details, including dataset, proposed method, 

experimental design, and evaluation. In Section 4, we present the experiment results 

and analysis of the proposed approach. Conclusions are given in Section 5. 

 

2. RELATED WORKS 

 

Several researchers have studied query reformulation using a word embedding 

[16, 17]. Roy et al. [18] proposes a word embedding framework based on word2vec 

with a distributed neural language model. Based on the framework, they extracted 

terms similar to queries using the K-Nearest Neighbor approach. The experimental 

study was conducted on standard TREC data, and the test results showed a 

significant increase compared to the term overlapping-based approach. The 

word2vec-based query reformulation approach works more or less the same with or 

without feedback information. 

Diaz et al. [19] presents a query reformulation technique based on locally trained 

word embedding (such as word2vec and GloVe) for the Information Retrieval (IR) 

field. They also use local embedding to capture the nuances of a topic-specific 

language better than global embedding. They suggested that embedding be studied 

in topically delimited corpora rather than in topically unconfined large corpora. In 

the case of queries, their experimental results suggest adopting local embedding over 

global embedding because of the potentially superior form of representation. 

Lastly, Kuzi et al. [20] proposes a query reformulation technique based on word 

embedding that uses the word2vec approach with the Continuous Bag-of-Words 

(CBOW) [21] model. CBOW represents the terms in the vector space based on their 
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co-occurrence in the text window. They also present a technique for integrating 

selected terms using a word embedding with an effective pseudo-relevance feedback 

method. 

Question Answering System (QA System) is a system that accepts user questions 

in natural language and provides output in the form of answers to these questions 

[22]. In general, the QA system can be divided into two areas, namely: QA and 

OpenQA. In QA, the system can only answer questions related to a specific domain, 

while in OpenQA, the system must answer general questions. 

To answer common questions, OpenQA must be able to access a significant 

source of information. One source of information that OpenQA often uses is the 

Internet [23-25]. Information retrieval applications on the Internet are called Search 

Engines, which receive queries (input) from users and then provide links to 

documents relevant to the query. OpenQA usually uses a search engine to retrieve 

documents that may contain answers to user questions. 

Search engines accept queries as the primary input source for searching for 

information on the Internet. Document search results are highly dependent on the 

given query. Therefore, the query plays a vital role in determining the success of the 

search. One technique that can improve document search results by search engines is 

to use query reformulation to define a new query based on the previous query. The 

basic idea is that the more queries provided, the more documents will be generated. 

 

3. RESEARCH METHODS 

 

3.1 DATASET 

 

3.1.1. WORD EMBEDDING TRAINING DATA 

 

The word embedding training data (word2vec) used in this study was taken from 

the Indonesian Wikipedia data dump. The data is a compressed file type (bz2) with 

654 MB (MegaByte). After being decompressed into a text file, the size was 

increased by 152 MB bringing the total to 806 MB. The compressed file is then 

extracted into a text file to be processed by the next stage. A total of 431,086 

Indonesian Wikipedia articles were obtained. The data will be normalized first by 

making all letters lowercase. After that, it is ready to be used for training data for the 

word2vec CBOW model. 

Before conducting the training, we first analyzed the dataset to determine its 

properties, such as the number of Wikipedia articles, the number of words, the 

number of tokens (unique words), and the number of words out of Vocabulary 

(OOV). OOV is words that are not in the Indonesian dictionary and words that are 

non-vocabulary. Next is the process of counting the number of words and tokens 

(unique words) from the text file extracted from Wikipedia data. Based on these 

calculations, the number of words is 120 million (120,210,328), and the number of 

tokens is 1.7 million (1,778,764). Then we identify the number of tokens that are 

OOV using the stemming technique. The basic idea is that the stemming results are 

then searched for in the essential word dictionary by stemming each token. If the 

token is not found, it will be considered as OOV and vice versa. After the stemming 

process, the number of tokens was reduced to around 15 million tokens (1,502,317) 

or reduced by 15.54% tokens (276,447). 
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TABLE 1.  

Statistics of Indonesian Wikipedia Dump 

 

Variables Values 

Number of Articles 120.210.328 
Number of Tokens 1.778.764 
Number of Stemming Tokens 1.502.317 
Number of Out of Vocabulary 1.478.460 
Number of Non Out of Vocabulary 23.857 

 

We use common root words for lookup tables. To improve the prediction quality 

of OOV tokens, we can add a list of characters, places, events, and more. After the 

OOV calculation process, there were 1.4 million (1,478,460) OOV tokens and 23 

thousand (23,857) tokens that were non-OOV. The results are pretty surprising, 

considering the massive difference between OOV and non-OOV tokens. Many 

OOVs can affect word embedding model training because user-supplied query 

tokens are rarely OOV unless typos, slang, or abbreviations are used. Overall, the 

statistics of the Wikipedia dump data can be seen in Table 1. 

 

3.1.2 QUERY REFORMULATION TEST DATA 

 

The query reformulation test data used a question-and-answer dataset containing 

300 question-and-answer pairs data. The purpose of using the question and answer 

dataset is to see the effectiveness of query reformulation using word embedding. We 

wanted to find out if Word Embedding and Query Reformulation (WE+QF) could 

significantly increase the Indonesian Question Answering System (IQAS), albeit 

with some limitations of word embedding. The questions in the dataset will be 

converted into a query, and a query reformulation is performed. We only used 140 

data with two types of question words, namely the question word “who,” which 

amounted to 75 data, and the question word “when,” which amounted to 65 data. 

The choice of question words “who” and “when” is to facilitate the evaluation of the 

WE+QF because the answers to these questions are easier to obtain and validate 

using a simple answer search system. 

 

3.2 PROPOSED QUERY REFORMULATION METHOD 

 

The query reformulation method that we use is the word substitution and word 

prediction method based on the word2vec model created in the previous stage. The 

word2vec model that has been trained previously has two main functions: looking 

for similarities in the meaning or context of a word and making word predictions 

based on the sentence context. In the substitution method, we use the similarity 

words in the query with the similarity of the word2vec model. While in the 

prediction method, we add the word results from the prediction of the word2vec 

model. Figure 1 shows the pipeline of our proposed query reformulation method. 

We call it the Word Predicted and Substitute or WPS method. 

The first step in the WPS method is to remove the question words in the query. 

Removing the question word does not change the context of the query too much. For 

example, the query “who is the name of the first president of Indonesia” would be 
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similar in context to the query “name of the first president of Indonesia.” This 

statement is based on the tests we have done using the Google search engine. The 

test results show that there are only two different URLs out of 20 URLs (each query 

returns 10 URLs). These results prove that the elimination of question words does 

not significantly affect URL search results by search engines. Therefore, based on 

these findings, we eliminated question words to reduce the number of new query 

words and the word computation process. 

 

 

 

FIGURE 1. Word Predicted and Subtitute pipeline 

 

 

The second stage is to substitute the word with the highest similarity based on the 

threshold value that we have determined, 0.7 (0.7162). The threshold value 

determines to anticipate situations if the value is too low, there is a possibility of 

obtaining inappropriate words. On the other hand, if the value is too high, there is a 

possibility that a substitute word will not be obtained. We determined the threshold 

value based on an experiment using a question-and-answer dataset containing 300 

question-and-answer pairs. Each question is converted into a query, and then the 

tokenization process is carried out. The results of the tokenization process obtained 

as many as 569 words. Next, each word will look for similarity values using the 

word2vec model. Finally, the threshold value is obtained from the average value of 

the similarity of each word. 

In simple terms, the process of word substitution can be illustrated by the 

following mathematical equation. For example, suppose there is a query Q which 

contains query words so that it becomes Q = {q1, q2, q3, …, qn}. A similarity 

function accepts input Qi and Q’i (words resulting from the word2vec model). The 

function will replace (substitution) Qi with Q’i if the similarity value of the two 

words is above the threshold value. Next, the similarity function will be used by the 

substitution function to replace the query word. The equation of the substitution 
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function can be seen in Equation 1, while the pseudo-code of the word substitution 

function can be seen in Algorithm-1. 

 

 𝑤𝑜𝑟𝑑_𝑠𝑢𝑏𝑡𝑖𝑡𝑢𝑡𝑒𝑑(𝑄) = { 
𝑄′𝑖;  𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑄𝑖 , 𝑄′𝑖) ≥ 0.7

𝑄𝑖;  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                      
     (1) 

 

The next step is to make word predictions based on the context of the input query. 

The Gensim library has a predict_output_word function, which gives the probability 

distribution value for words that are in the middle position of a word context. The 

function accepts two parameters: the context of the word (sentence) and topn (the 

number of words desired). The output of the function is the word and its probability 

value. The word that is in the first order has the highest probability value, and so on. 

The value of the topn parameter used in this study is 5 so that later five new queries 

will be generated with each query added with the predicted word2vec model. 

 

ALGORITHM 1. Word Subtitute Algorithm 

1: procedure WORD_SUBTITUTE (model, query, th=0.7) 

2:     new_query = query 

3:     vocab = model.vocabulary() 

4:     i=0 

5:     while w in query do 

6:         if w in vocab then 

7:             if model.similarity(w, topn=1) ≥ th then 

8:                 new_query[i] = w 

9:     return new_query 

 
 

ALGORITHM 2. Word Predict Algorithm 

1: procedure WORD_PREDICT(model, query, k=5) 

2:     words = model.predict(query, topn=k) 

3:     new_query = query 

4:     while w in words do 

5:         if w not in query then 

6:             new_query.append(w) 

7:     return new_query 

 

 

The following is an illustration of word prediction with mathematical equations. 

For example, suppose there is a query Q containing query words so that it becomes 

Q = {q1, q2, q3, … qn}. A predict function can give the word context (wi) of a Q and 

k (the number of contexts desired). Every wi generated by the prediction function 

will be added to Q so that it becomes a new query (Q’i). The total number of new 

queries generated is Qk. The equation of the word context prediction function by the 

model can be seen in Equation 2, while the equation for word prediction that 

generates a new query can be seen in Equation 3. The pseudo-code of the word 

prediction function can be seen in Algorithm-2. 

 

 𝑝𝑟𝑒𝑑𝑖𝑐𝑡(𝑄, 𝑘) = {𝑤1, 𝑤2, 𝑤3, . . . , 𝑤𝑛}     (2) 
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 𝑤𝑜𝑟𝑑_𝑝𝑟𝑒𝑑𝑖𝑐𝑡(𝑄, 𝑘) = {𝑄 + 𝑤1, 𝑄 + 𝑤2, . . . , 𝑄 + 𝑤𝑛}     (3) 

 

The last stage of the Word Substitution and Prediction method is combining the 

query results from the word substitution and prediction process. The merging 

process is quite simple, namely by combining a substitution query and a prediction 

query. An example of query merge pseudo-code can be seen in Algorithm-3. The 

merger results will then be forwarded to the next stage for further processing by 

search engines. 

 
 

ALGORITHM 3. New Queries

1: procedure NEW_QUERIES(Subtitute Query, Predict Queries) 

2:     new_query = Subtitute Query + Predict Queries 

3:     return new_query 

 

 

3.3 EXPERIMENTAL DESIGN AND EVALUATION 

 

3.3.1 EXPERIMENTAL-1 

 

Experiment-1 aims to find out how much impact a new query has on the results 

of information search by search engines. In this experiment, there are three 

processes carried out, namely: (1) Finding the original query URL; (2) Searching 

URLs of all new queries; and (3) Finding the number of different URLs between the 

original query and the new queries. Evaluation of the experimental results is done by 

looking at the difference in the number of URLs. The result of calculating the 

number of differences is symbolized by the value E-1 (Evaluation for Experimental-

1), whose value is between 0 to 1. If all URLs of the original query are different 

from all URLs generated by new queries, then the value of E-1 is 1. It means the 

new query has the potential to provide additional information to the original query. 

On the other hand, if all URLs of the original query differ from all URLs generated 

by the new queries, then the value of E-1 is equal to 0. It means that the new query 

can add no new information. Next, we calculate the value of E-1 in Equation 4. U’i 

is the number of new i-th query URLs that differ from all original query URLs, and 

U’n is the sum of all new query URLs. Here are the scenario steps for Experiment-1: 

1. Load the QA dataset-140 

2. Load word2vec model 

3. Convert question to query 

4. New Query = Word Subtituted + Word Predicted 

5. Find URLs based on new queries (U 0 ) 

6. Filter URLs based on the query words 

7. Calculate the value of E-1 

8. Calculate the average value of E-1 

 

 

 𝐸1 =
∑ 𝑈′𝑖

𝑛
𝑖=0

𝑈′𝑛
     (4) 
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Experiment-1 uses a question-and-answer dataset containing 140 question-and-

answer pair data. Experiment-1 only uses questioning data, while the answer data 

will be used in Experiment-2. The question data is then removed from the question 

words and converted into a query, and new queries are made using the WPS method. 

Then look for the URL of the query and new queries using the search engine. In this 

experiment, we use the Bing search engine because it is easier to implement. Search 

engines provide search pages based on queries in the form of HTML pages. Next, 

we carry out a URL extraction process that contains a URL filtering process so that 

only URLs relevant to the query will be retrieved. Finally, we calculated the value of 

E-1 and the average value. 

 

3.3.2 EXPERIMENTAL-2 

 

In Experiment-1, the evaluation of the query reformulation method was carried 

out by calculating the difference between the URLs generated by the query and the 

URLs generated by the new queries. The greater the number of different URLs, the 

better the results assuming that the different URLs can provide additional 

information relevant to the context of the query. However, not all URLs generated 

by the new query are relevant. It can be caused by various factors: the limitations of 

URL extraction techniques and the word2vec model itself. We examine the query 

reformulation to the Question Answering System (QAS) to determine the query 

reformulation's effectiveness. Especially in the Indonesian Question Answering 

System (IQAS). So the purpose of this experiment is to find out whether the results 

of query reformulation using the WPS method and word embedding can impact the 

IQAS field, especially in increasing the potential for IQAS answers. Here are the 

scenario steps for Experiment-2: 

1. Load the QA dataset-140 

2. Load word2vec model 

3. Convert question to query 

4. New Query = Word Subtituted + Word Predicted 

5. Find URLs based on the query (U ) 

6. Find URLs based on new queries (U 0 ) 

7. Filter URLs based on the query words 

8. Extract text from (U ) 

9. Extract text from (U 0) 

10. Find and count the number of answers from (U ) 

11. Find and count the number of answers from (U 0 ) 

12. Calculate the value of E-2 

13. Calculate the average value of E-2 

 

The experimental results are evaluated by looking at the percentage of additional 

answers generated by the query (UA) and its new queries (U’A). The result of the 

percentage calculation is symbolized by the value of E-2 (Evaluation for 

Experimental-2). If the percentage value is high, then more potential answers can be 

given to IQAS. Conversely, the smaller the percentage value, the fewer potential 

answers that can be given. Reformulation of a query can be effective if the value of 

E-1 and E-2 are both high. Furthermore, Equation 5 is used to calculate the value of 

E-2. 
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 𝐸2 =
𝑈′𝐴𝑥100

𝑈𝐴
     (5) 

 

Experiment-2 uses a question-and-answer dataset containing 140 question-and-

answer pair data. The question data is then removed from the question word and 

converted into a query, and new queries are made using the WPS method. Then look 

for the URL of the query and new queries using the search engine. The number of 

URLs generated is not fixed depending on the results of the extraction processing of 

search engine results pages. We use Regex to search for URLs and perform URL 

filtering to obtain URLs relevant to the query. Next, web scraping is done for each 

URL and continued with extracting web pages into text using the BeautifulSoup 

library. The last is to search for answers based on the answer data references in the 

dataset using the Regular Expression (Regex) method and calculate the value of E-2 

and the average value. 

 

4. RESULTS AND DISCUSSION 

 

4.1 EXPERIMENTAL-1 

 

Table 2 contains data from Experiment-1, which contains five tuples: the number 

of queries, the number of new queries, the number of query URLs, the number of 

new query URLs, and the average value of E1. From 140 queries, 594 new queries 

were obtained. If the word prediction method provides different words, 840 new 

queries (140*6) should be added. The maximum difference between the query and 

the experimental results is 29.29%. Based on these results, information is obtained 

that not all queries can be predicted maximally (topn) by the word2vec model. 

Furthermore, the difference between the total number of URLs generated by all 

queries with the total number of URLs generated by all-new queries is huge, namely 

4,490 URLs or about 54.58%. The number of URLs generated by the new queries 

should be more than the queries. However, the experimental results give the 

opposite result. It happens because new queries are applied to URL filtering during 

the URL fetching process so that only URLs are retrieved that are relevant to the 

query. These results provide information that nearly half of the URL results of new 

queries are less relevant to the query. Finally, the average value of E-1 is 0.81 or 

81%. These results indicate that query reformulation with word-embedding is 

sufficient to provide additional information. 

Figure 2 shows the distribution of E-1 values. It can be seen that the E-1 value of 

a query is above 0.5. Even though there are some low values, such as queries 

number 70, 74, and 102. The queries are “siapa pendiri perusahaan apple” who is the 

founder of the apple company, “siapa pendiri google” (who is the founder of 

google), and “siapa aktor yang memerangkan lord voldemor di film harry potter” 

(who is the actor plays lord voldemort in the harry potter film). We suspect that 

queries with a low E-1 value contain less common words, but the experimental 

results show that these queries are quite common, especially for queries number 70 

and 74. We then retest specifically for these three queries. From the results of the 

retest, the E-1 values for queries numbered 70, 74, and 102 were 0.77, 0.83, and 

0.46, respectively. The results are pretty surprising for queries number 70 and 74, 

which contradict the previous results. Based on these results, we conclude that the 
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low E-1 value in the case of queries number 70 and 74 can be caused by an unstable 

internet connection, so the URL fetcher is not optimal. 

 

TABLE 2.  

Results of Experimental-1 

 

Variables Values 

Number of queries 140 
Number of new queries 594 
Number of URL of queries 8.227 
Number of URL of new queries 3.737 
The average of E-1 0.81 

 

 

 

FIGURE 2. Distribution of E-1 values for the question-and-answer dataset 

 

 

4.2 EXPERIMENTAL-2 

 

Table 3 contains data from Experiment-2, which contains three tuples: a total of 

answers to queries, a total of answers to new queries, and the average value of E-2. 

Based on the experiment, the total of answers for 140 queries were 9,881 answers. 

Meanwhile, the answers to the new queries were 2,984, so an additional potential 

answer of 30.20% was obtained. This result is considered relatively low because it is 

still below 50%. The average value of the percentage addition per query (E-2) is 

274.74%. Figure 3 shows the distribution of E-2 values for each query. In the 

picture, it can be seen that the average value of E-2 cannot represent the overall 

value of the data because there are some data whose E-2 values are high, so that they 

become data outliers. In addition, there are also some queries whose E-2 value is 0. 

It indicates that although the URLs generated by the new query are relevant to the 

query, they do not provide additional potential answers for IQAS. So, even though 
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the E-1 value is high, but the E-2 value is low, the query reformulation can be 

considered less effective for IQAS. 

 

TABLE 3. 

Results of Experimental-2 

 

Variables Values 

Number of answer from the query 9.881 
Number of answer from new queries 2.984 
The average of E-2 274,74 

 

 

 

FIGURE 3. Distribution of E-2 values for the question-and-answer dataset 

 

 

We traced the experimental data to investigate cases where a query had a high E-

1 value but a low E-2 value. The search results show 37 queries out of 140 queries 

whose E-2 value is 0, or about 26.43%. Furthermore, from the 37 queries, we took 

the value of E-1 above the average value of E-1 or 0.81. The results obtained as 

many as 24 queries whose E-1 value is above the average value. Another interesting 

finding is that there are three queries whose E-1 value is one and the E-2 value is 0. 

The three queries are numbered 16, 50, and 78, with the queries consecutively being 

“kapan twitter dirilis” (when is Twitter released), “kapan manusia mengenal sandal” 

(when a man knows sandals), and “siapa yang menerima injil” (who receives the 

gospel). If the failure is seen from the search for answers, it cannot be accepted 

because the technique used is quite good. The answer search technique only looks 

for answers based on answer references already available in the dataset. This answer 

search technique is undoubtedly different from IQAS because, on IQAS, the answer 

is not yet known. We suspect that this failure is still related to other reasons, such as 
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text extraction techniques that have not been maximized, internet network failures, 

and others. 

 

 

5. CONCLUSIONS 

 

Open-domain Question Answering (OpenQA) is an automated question and 

answer system that can answer general questions in the form of natural language 

(human language). OpenQA is very complex because it processes large, 

unstructured text from multiple sources. One of the sub-components of OpenQA is 

query reformulation, which automatically creates new queries based on previous 

queries. Query reformulation can increase the value of search recall. A good query 

reformulation design can increase the number of potential answers of OpenQA. 

This article contains the experimental results of query reformulation using word-

embedding word2vec. The research focus is limited to the Indonesian QA System 

(IQAS), a QA System in Indonesia. Indonesian is one of the low-resource 

languages, so an in-depth investigation is needed. Two datasets are used in this 

research: Wikipedia Corpus for word2vec training data and 140 questions and 

answers data for testing the Word Predicted Substitute (WPS) query reformulation 

method. There are two experimental scenarios, namely: (1) Experimental-1 aims to 

find out how significant the impact of new queries generated by query reformulation 

is on the results of information search by search engines. The experimental 

evaluation was measured using the E-1 equation, and (2) Experimental-2 aims to 

determine the effectiveness of the new query generated by the query reformulation 

implemented in IQAS. The evaluation was measured using the E-2 equation. 

In this study, reformulation of a query can be effective if the value of E-1 and the 

value of E-2 are both high. Experimental-1 results obtained an average value of E-1 

of 81%. These results indicate that query reformulation with word-embedding is 

sufficient to provide additional information. While the results of Experimental-2 

obtained an average value of E-2 of 274.74%. Although the average value of E-2 is 

high, there are some data outliers and data whose E-2 value is 0. Based on the values 

of E-1 and E-2, it is found that the query reformulation with word embedding 

word2vec using the WPS method can be used to increase the search for potential 

IQAS answers.  
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