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ABSTRACT 

COVID-19 is an infectious disease that causes acute respiratory distress syndrome 

due to the SARS-CoV-2 virus. Rapid and accurate screening and early diagnosis of 

patients play an essential role in controlling outbreaks and reducing the spread of this 

disease. This disease can be diagnosed by manually reading CXR images, but it is 

time-consuming and prone to errors. For this reason, this research proposes an 

automatic medical image segmentation system using a combination of U-Net 

architecture with Batch Normalization to obtain more accurate and fast results. The 

method used in this study consists of pre-processing using the CLAHE method and 

morphology opening, CXR image segmentation using a combination of U-Net-4 

Convolution Block architecture with Batch Normalization, then evaluated using 

performance measures such as accuracy, sensitivity, specificity, F1-score, and IoU. 

The results showed that the U-Net architecture modified with Batch Normalization 

had successfully segmented CXR images, as seen from all performance measurement 

values above 94%. 
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1. INTRODUCTION 

 

COVID-19 is an infectious disease caused by SARS-CoV-2, which can cause acute 

respiratory distress syndrome[1], [2]. People with congenital diseases, especially lung 

disease, are at high risk of experiencing COVID-19, because it can reduce lung 

capacity and decrease saturation.[3], [4]. Rapid and accurate screening and early 

diagnosis of patients play an important role in controlling outbreaks and reducing the 

spread of this disease[5]. 

Most international and national organizations recommend the RT-PCR test to 

confirm COVID-19 infection[2]. However, for screening COVID-19 patients with 

acute respiratory distress syndrome, Computed Tomography (CT) Scan and Chest X-
Ray (CXR) are usually used.[2], [5]. Compared to CT Scan, CXR can be cheaper and 

faster to obtain[5][2]. Manual reading of CXR images is highly skilled, time-

consuming and error-prone[5]. Therefore we need a medical image segmentation 

system that can read and understand CXR quickly and precisely. 

In recent years, the use of the Convolutional Neural Network (CNN) method for 

image segmentation has grown rapidly[6], [7]. The CNN architecture designed for 

biomedical image segmentation is U-Net[6]. U-Net is very effectively used for pixel-

based image segmentation using limited data[6]–[8]. The weakness of this 

architecture during the training process is that input changes for each layer often 
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occur[9]. The inputs of each layer depend on the number of parameters in the previous 

layer, thus changing the distribution of the input features[10]. This causes a decrease 

in training speed and performance[9], [10]. To overcome the problem of changing the 

distribution of the input feature, the Batch Normalization (BN) method can be 

used.[9]–[11]. BN is a normalization method that is widely used for biomedical 

segmentation[10]. BN will normalize the feature map across all architectural layers 

by re-scaling and retranslating the normalized feature map[12]. Combining U-Net and 

BN architectures in the CXR image segmentation process can be an alternative to 

detect COVID-19 with acute respiratory distress syndrome. 

 

2. MATERIAL AND METHODS  

 

The data used in this study is the Chest X-Ray (CXR) dataset which was obtained 

free of charge through the website https://www.kaggle.com/nikhilpandey360/chest-

xray-masks-and-labels. This dataset is a collection of three datasets, namely the 

Japanese Society of Radiological Technology (JSRT), Montgomery, and India. The 

JSRT dataset consists of 247 CXR images, the Montgomery dataset consists of 138 

CXR images obtained from the Tuberculosis Control program in Montgomery 

County, while the Indian dataset consists of 397 CXR images.[13]. This dataset is also 

equipped with ground truth for comparison with the segmentation results. The stages 

for system design in this study can be seen in Figure 1. 

 

 

FIGURE 1. Workflow of lung segmentation process in CXR image 

 

The preprocessing stage is the initial stage that aims to improve image quality by 

increasing the contrast of dark images or eliminating noise so as to facilitate the 

segmentation process. First of all, input images from the CXR dataset are then applied 

to the CLAHE method to increase the contrast of dark images. After the contrast in 

the CXR image is increased, the next step is to apply the Opening Morphology method 

to remove noise in the image. 

https://www.kaggle.com/nikhilpandey360/chest-xray-masks-and-labels
https://www.kaggle.com/nikhilpandey360/chest-xray-masks-and-labels
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The next stage is to form a new architecture using the basic U-Net architecture. 

Each convolution layer followed by the ReLU activation function in the encode and 

decode paths of the U-Net architecture will be added with a Batch Normalization 

layer. The preprocessed image will be segmented into two parts, namely the lungs 

(foreground) as white pixels and the non-lungs (background) as black pixels. This 

stage consists of two processes, namely training and testing. Before the two processes 

are carried out, the preprocessed image is divided into two parts, namely 70% training 

data and 30% test data. 

 

3. RESULT AND DISCUSSION  

 

The initial stages carried out in this study were CT-scan images of the lungs 

measuring 150 × 150 pixels. Image quality improvement was performed using 

CLAHE and opening morphology to facilitate the lung segmentation process. Some 

examples of the results of the pre-processing stages carried out in this study can be 

seen in Figure 2. 

   

 
  

   

(a) (b) (c) 

FIGURE 2. Pre-processed CXR image  

(a) Original image (b) CLAHE (c) Morphology opening 

 

In Figure 2 it can be seen that there are 3 examples of image input, image quality 

improvements were made using CLAHE so that the shape of the lungs is seen more 

clearly. The CLAHE results in Figure 1.c show that there is still noise, so an opening 

morphology is performed by eliminating these small objects. Next, a lung 

segmentation model was formed on the CXR image by modifying the basic U-Net 

architecture. The architecture will be added with a batch normalization layer at each 
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last convolution layer in the U-Net convolution block. The results of the modification 

of the U-Net architecture can be seen in Figure 3. 

 
FIGURE 3. U-Net Batch Normalization Architecture for lung segmentation 

 

In Figure 3, it can be seen that the architecture consists of three parts, namely the 

encode line (left part), the bridge line (connector), and the decode line (right part). 

The encode and decode paths use four convolution blocks, while the bridge path 

consists of one convolution block. The pre-processed image is used as an input image 

with a size of 256 × 256 pixels. In the first block, the convolutional layer is processed 

twice using a 3 × 3 stride 1 kernel and a total of 16 filters, then each is followed by 

the ReLU activation function. The process results are normalized using batch 

normalization. Next, the process of reducing the size of feature maps is carried out 

using maxpooling 2 × 2. In the second, third, and fourth convolution blocks, the same 

process is carried out as in the first convolution block with a total of 32, 64, and 128 

kernels. The birdge path is built from one convolution block. The results of the encode 

path are carried out by a convolution process followed by the ReLU activation 

function twice using a 3 × 3 kernel, padding same, stride 1, and a total of 256 filters. 

After that the convolution feature maps are normalized using batch normalization. 

The decode path consists of 4 upsampling blocks. The results of the bridge path 

enter the 2 × 2 upsampling process to increase the size of the feature maps. These 

results are concatenate with the feature maps resulting from the fourth block on the 

encode path. The concatenate results were carried out with a convolution operation 

twice using a 3 × 3 stride 1 kernel and a total of 128 filters, then each followed by the 

ReLU activation function. Finally, it is normalized using batch normalization. For the 

second, third, and fourth upsampling blocks, the same process is carried out as for the 

first upsampling block with a total of 64, 32, and 16 kernels respectively. The last 

step, the results of the fourth upsampling block are carried out by convolution using 

1 × 1 kernels, padding same, and strides. Then, it is substituted into the sigmoid 

activation function to get the final feature maps output. After establishing the U-Net 

Batch Normalization model, it is continued with training and testing using the 

architecture. 

The training process used as many as 566 CXR images. The data is further divided 

into 2, namely 453 images as training data and 113 images as validation data. The 

graph of accuracy and loss (error) of the results of the training stages with a total of 

50 epochs and a batch size of 16 can be seen in Figure 4 as follows: 
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(a) (b) 

FIGURE 4. Graph of the results of the U-Net Batch Normalization training 

stage (a) accuracy (b) loss 

 

Based on Figure 4.a, it can be seen that the accuracy graph generated during the 

training process on the training data indicated by the red line (accuracy) and for the 

validation data indicated by the blue line (val_acc) is increasing until the 50th epoch. 

In the first epoch the accuracy of the training data was obtained at 0.739 and the 

validation accuracy was 0.711, then in the next epoch the accuracy value increased 

continuously to 0.994 while in the validation data it was 0.975. 

In Figure 4.b it can be seen that the loss graph generated during the training 

process on the training data indicated by the red line (loss) and for the validation data 

indicated by the blue line (val_loss) is getting closer to 0 for up to the 50th epoch. In 

the first epoch the accuracy of the training data was obtained at 0.532 and the 

validation accuracy was 0.676, then in the next epoch the loss value decreased 

continuously to 0.038 while in the validation data it was 0.109. 

At this stage, the results of the testing process are obtained in the form of 

segmentation results using the U-Net Batch Normalization architectural model, which 

are tested on new data or test data as many as 162 CXR images. The data has been 

pre-processed first. The results of the lung segmentation on the test data and ground 
truth from the testing process can be seen in Table 1. 

 

 

TABLE 1.  

Comparison of original images, ground truth, and results of lung segmentation 

 
Original Image Ground Truth  Segmentation Results 
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In Table 1 it can be seen that there are three examples of segmented images 

obtained from the testing phase of lung segmentation using the proposed architecture. 

The architectural model made is quite good because the segmentation results already 

resemble the image from the data source. The results obtained next are the comparison 

of the performance evaluation of the proposed method with the previous research 

which is shown in Table 2 below. 

 

TABLE 2.  

Comparison of the Performance Evaluation of the Proposed Method with the 

Previous Research 

Methods Year 
Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

F1-

Score 

(%) 

IoU 

(%) 

AlexNet[14] 2019 97.57 93.54 98.72 94.41 89.64 

CNN-5 Conv[15] 2019 93 89 - 87 77 

Deeplabv3+ with 

Xception_65[16] 
2021 96.8 93.5 97.7 92.5 91 

FractalCovNet[17] 2021 - 69.7 - 74.5 59.4 

U-Net with Residual 

Block[18] 
2022 - 96 - 96.65 93.53 

Proposed Method 2022 97.1 96.24 97.74 97.12 94.4 

 

Based on Table 2, it can be seen that the proposed method achieves the highest 

values of accuracy, sensitivity, and IoU. For the highest accuracy and specificity 

achieved by research [14]. Based on Table 2, it can be concluded that the accuracy of 

the proposed architectural model in segmenting the lungs on CXR images, predicting 

the backgorund is very good, and the harmonization between sensitivity and 

specificity values is very good as indicated by the accuracy, specificity, and F1-score 

values above 97. %. In addition, it is very good at predicting the lungs on CXR images 

as indicated by a sensitivity value above 96%, and the similarity between the predicted 

segmentation image and ground truth is also very good, as indicated by an IoU value 

above 94%. 
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4. CONCLUSION 

 

Based on the results and discussion, lung segmentation on CXR images using a 

modified U-Net Batch Normalization architecture has obtained excellent results based 

on the performance of accuracy, sensitivity, specificity, F1-score and IoU. This shows 

that the accuracy of the proposed architectural model in segmenting the lungs on CXR 

images, predicting the backgorund is very good, and the harmonization between 

sensitivity and specificity values is very good as indicated by the accuracy, specificity, 

and F1-score values above 97%. In addition, it is very good at predicting the lungs on 

CXR images as indicated by a sensitivity value above 96%, and the similarity between 

the predicted segmentation image and ground truth is also very good, as indicated by 

an IoU value above 94%.  
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