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ABSTRACT 

Fish recognition and classification represent significant challenges in marine biology 

and agriculture, promising fields for advancing research. Despite advancements in 

real-time data collection, underwater fish recognition and classification still require 

improvement due to challenges such as variations in fish size and shape, image quality 

issues, and environmental changes. Feature learning approaches, particularly utilizing 

convolutional neural networks (CNNs), have shown promise in addressing these 

challenges. This study focuses on video-based fish species classification, employing 

a feature learning-based extraction method through CNNs. The process involves two 

main stages: detection and classification. To address the detection and classification 

in video a Faster Region Convolutional Neural Network (RCNN) with transfer 

learning techniques are applied, achieving a mean average precision of 84% for 

detection and classification tasks. These techniques offer promising avenues for 

enhancing fish recognition and classification in diverse environments. 

Keywords: Faster RCNN, Convolutional Neural Network, Fish Detection, transfer 

learning.   

 

1. INTRODUCTION 

Image processing and analysis techniques for underwater cameras have attracted 

rapid attention. This is because the use of underwater cameras is the safest observation 

method in fisheries research [1]. For example, the Cam-Trawl method, a combination 

of multiple cameras used in fish farms, has been successfully applied to capture 

images and videos of fish [2]. The camera sampling approach has not only been 

successful in assisting oceanographers in fish conservation but also provides an 

effective approach to sampling data from the vast diversity of marine animals, 

including fish [3]. However, this approach results in the availability of an abundance 

of data. Therefore, image processing for automatic fish identification is necessary to 

enable more in-depth analysis. 

The use of image processing techniques in fish classification has its own 

constraints. This constraint is caused by the special characteristics of underwater 

video. According to Qin et al. (2016)[4], underwater video is of poor quality due to 

the extreme conditions in the open ocean. The imaging devices used are designed to 

record low-resolution video with the aim of capturing as much data as possible. In 

addition, the lack of lighting causes limited vision and blurred shapes of objects. 
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Furthermore, fish move freely in the ocean causing the movement of the fish in the 

video to vary greatly. 

In the research domain of video-based fish species classification, there are two 

important processes. The first process is to perform object detection in the video. This 

process extracts the object to be analyzed, namely the fish. Furthermore, the second 

process is to perform the fish species classification process based on the object 

detection results in the first process [5]. The resulting features must be discriminative 

so as to provide good accuracy. 

Feature extraction with a learning approach is an approach that allows the system 

to learn informative features directly from the data (image) [6]. The advantage of the 

feature learning-based feature extraction method is that it does not require feature 

specifications or prior knowledge, allowing this method to produce more complex 

features. One of the feature learning methods that performs quite well in performing 

classification tasks with large data is deep learning (DL). 

Deep learning has found success across numerous research fields, yielding 

satisfactory outcomes [7], [8]. Within the realm of image analysis and computer 

vision, one of the prominent architectures is the convolutional neural network (CNN). 

CNNs offer the advantage of directly learning features from input images. These 

features are encapsulated in a feature map (fmap), preserving significant and 

distinctive data information [9]. Moreover, CNN architecture requires minimal 

preprocessing, further enhancing its appeal. 

This research will try to address the problem of video-based fish species 

classification. The proposed approach to overcome these problems is to apply a 

feature learning approach at the feature extraction stage using deep learning methods. 

The deep learning architecture used is convolutional neural network. It is expected 

that later with this research the results of the feature extraction given can describe data 

features that have a high level of discrimination so as to increase the accuracy of the 

classification process. 

 

2. MATERIAL AND METHODS 

2.1 DATASET  

The dataset used in this study was taken from the study [10]. The dataset consists 

of 77 videos. In addition to videos, datasets in the form of images are also used in this 

study. The image dataset is used as training data to create a model for classifying fish 

species. The fish image dataset is taken from the same source. The images used totaled 

22,443 images spread across 15 species. The fish images used are RGB with sizes 

varying from 22 x 35 pixels to 408 x 171 pixels. Examples of fish images used are 

shown in Figure 1. Information about the species and distribution of the image data 

used is shown in Figure 2. 

Observations of the data were made to see the characteristics and challenges faced 

when conducting research. Based on the observations from the video and image 

datasets, some of the problems related to the fish detection process encountered are: 

- Lighting changes. During the recording process, the captured light changes 

gradually (due to changes in sunlight intensity) or suddenly (due to camera 

lighting going out). 
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- Changing video background. The changing background of the video 

complicates the detection process. Therefore, the algorithm must be able to 

distinguish between moving objects that are detected as fish and objects that are 

classified as background. 

- Occlusion. The object under study cannot be fully detected in some frames 

because the object is covered by other objects. 

- Clutter. The irregular position of the object inhibits the background modeling 

process and complicates the segmentation process. 

- Camouflage. The target to be detected has colors and patterns that are almost 

similar to the background, making the object difficult to detect even by humans. 

- Noise. The recorded video has a lot of noise that affects the detection results. 

- Environmental Issues. The quality of video footage is also affected by water 

quality, such as debris, the presence of marine plants, the amount of garbage under 

the sea, etc. 

 
FIGURE 1. Example of Dataset. 

 

 
FIGURE 2. Fish species dataset Distribution 
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2.2 TRANSFER LEARNING 

Transfer learning is a machine learning method in which a model that has been 

developed for a domain is reused as a starting point for modeling a different domain 

[11], [12]. According to [13] are three general conditions under which transfer 

learning can improve the learning process [14], [15]. First, the initial performance 

achieved through the transfer learning stage is higher than the performance of the 

model without the transfer learning process (higher start). Second, the ability of the 

model to learn the data during training increases (higher slope). Third, the final 

performance level that can be achieved by the transfer learning method is better than 

the model without transfer learning (higher asymptote) you. An illustration of the 

performance improvement through transfer learning is shown in Figure 3.  

 

FIGURE 3. Improved Performance Using Transfer Learning. 

 

In this research, the CNN architecture used for the transfer learning process is 

Faster RCNN [16], [17]. 

 

2.3 FASTER RCNN ARCHITECTURE  

Faster RCNN is a CNN architecture used to perform object detection and 

classification processes [18], [19], [20]. This architecture is based on regional-based 

CNN. In general, the Faster RCNN process is as follows: 

1. The input image is processed in the convolution layer which then produces a 

feature map of the image. 

2. Then, the Region proposal network is applied to the feature maps. This process 

produces a proposal object along with its objetness score. 

3. Region of Interest pooling layer is applied to each proposal object to equalize 

the size of all proposal objects. 

4. Finally, the proposal object is passed to the fully connected layer which has a 

softmax layer and a linear regression layer, to perform object classification as 

well as regressing the bounding boxes of the object. An illustration of the 

Faster RCNN architecture is shown in Figure 4. Faster CNN architecture, is 
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used because it can perform classification and detection quickly and accurately  

when compared to its two predecessors Reginal Proposal Network [21] and 

Fast RCNN  [22], [23]. 

 

FIGURE 4. Faster RCNN Architecture. 

2.4 EVALUATION METRIC 

In this research, performance measurement uses the average precision and mean 

average precision methods. A The testing parameter for the detection and 

classification process is the mean average precision (mAP). Mean average precision 

is the average of the maximum precision values at different recall values. In 

calculating the average precision (AP), the results of all model predictions are 

collected and sorted by predicted confidence level (from highest to lowest confidence 

level). In addition, the prediction results are also evaluated. In the case of object 

detection, the prediction accuracy is calculated by comparing the bounding box of 

prediction and ground-truth (if, the IoU value of both ≥ 0.5 then the detection is 

considered correct).  

The avarage precision (AP) value is calculated based on the area under the 

precision-recall graph [24]. However, to calculate the area, it is necessary to use an 

approximation equation to overcome the zigzag pattern in the graph. Each recall value 

in the graph (0, 0.1, ..., 1.0) is replaced by its precision value using equation (1). The 

smoothing result on the precision-recall graph is shown in Figure 4. 

 𝑝
𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑠𝑖 (𝑟)=

max 𝑝(𝑟̃)
𝑟̃ ≥𝑟

 
 (1) 

The mean average precision (mAP) is calculated by finding Average Precision 

(AP) for each class and then average over a number of classes [25]. 
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𝑚𝐴𝑃 =  
1

𝑁
∑ 𝐴𝑃𝑖

𝑁

𝑖=1

 

(2) 

The mAP incorporates the trade-off between precision and recall and considers 

both false positives (FP) and false negatives (FN). This property makes mAP a 

suitable metric for most detection applications . 

 

FIGURE 4. Smoothing Result on Precision-Recall Chart. 

3. RESULT AND DISCUSSION 

The transfer learning model experiment using the Faster RCNN architecture 

combines the detection and classification processes. The data used in the training 

process of the transfer learning model is a 20 piece video dataset.  However, the video 

data is only extracted into frames and bounding box marking, and no object cutting 

process is performed. An example of training data in the training process using 

transfer learning is shown in Figure 5. The process of testing the transfer learning 

model is different from testing the previous models. This is because the Faster RCNN 

architecture handles two tasks at once, namely detection and classification. Model 

testing uses the mean average precision (mAP) method. The test results using the 

transfer learning model are shown in Figure 6. 

 

 
FIGURE 5. Contoh Data Training Model Transfer Learning. 
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FIGURE 6. Faster RCNN Architecture AP Result in Percent (%) 

 

Based on the test results, it is known that models using transfer learning techniques 

can improve classification accuracy. The mean average precision (mAP) produced by 

models built using transfer learning techniques is 84.39%. This increase in mAP is 

due to the fact that the model is built using an architecture that has been pre-trained 

using other more complex datasets. The amount of data used to build a pre-trained 

model is more than one million data for 1000 classes. 

 

4. CONCLUSION 

The Faster RCNN model for detecting fish species through video has been 

successfully developed and demonstrates a sufficiently high level of generalization. 

This architecture achieves a detection and classification accuracy with a mean average 

precision (mAP) of 84% on the video-based dataset. The suggestion that can be done 

for further research is to analyze the CNN architecture that has been robust so that it 

can determine the parameters that play a role in the process of improving classification 

accuracy. 
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