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ABSTRACT 

 

Obesity is defined as excessive fat accumulation and abnormal accumulation of 

adipose tissue in the human body that poses health risks. The causes of obesity are 

multifactorial and include environmental and individual factors. Several factors that 

cause obesity include genetic, behavioral and environmental factors. Obesity causes 

various problems in various fields, including health, employment, demographics, 

economics and family. The problem of obesity has a significant impact on public 

health. Therefore, understanding and predicting the level of obesity risk is important 

in efforts to prevent and treat obesity risk. Data on eating habits, physical activity, 

and other factors associated with obesity levels in certain populations can provide an 

important basis for understanding obesity risk. This research clusters the risk of 

obesity to find hidden patterns in the data. The stages in this research consist of pre-

processing, clustering, and analysis. The clustering methods used are K-means and 

DBSCAN. In clustering using the K-means method with a parameter value of k = 2, 

results are obtained with the same pattern as clustering using the DBSCAN method 

with a parameter value of epsilon = 1.4 and a minimum sample = 5. In clustering 

using the K-means method with a parameter value of k = 4, Four clusters were 

formed which had different patterns. The clustering results obtained in this research 

can be used as an effort to prevent and treat the risk of obesity. 

. 
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1. INTRODUCTION 

 

Obesity is a disease that causes uncontrolled body weight gain due to low 

energy expenditure and high calorie intake [1]. According to the World Health 

Organization (WHO), obesity is defined as excessive fat deposition and abnormal 

accumulation of adipose tissue in the human body that poses health risks [2], [3]. 

Individuals who have a Body Mass Index (BMI) greater than 30 are considered 

obese, while individuals who have a BMI between 25 and 30 are considered 

overweight [2]. The causes of obesity are multifactorial and include both 

environmental and individual factors [4], [5]. Several factors that cause obesity 

include genetic, behavioral, and environmental factors [5], [6]. Genetic factors play 

a role in the pathogenesis of obesity in approximately 40-70%. It was found that the 
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risk of obesity is 4-5 times higher if one parent is obese [5]. In addition, children of 

mothers who are obese have an almost 13 times higher incidence of obesity than 

children of mothers with normal weight [7]. Behavioral factors that cause obesity 

include poor eating patterns, not paying attention to food nutrition, low physical 

activity, and lack of sleep [5], [8]. Based on environmental factors, obesity is more 

common in urban areas than in rural areas. This is because urban areas have more 

fast food and easier mobility access than villages [5]. 

Obesity causes various problems in various fields, including health, labor, 

demographics, economics, and family [2], [3], [9]. In the health sector, obesity 

increases the risk of chronic disease, cardiovascular disease, various types of cancer, 

musculoskeletal disorders, metabolic syndrome, diabetes mellitus, and kidney 

disease. It also increases the inflammatory process and results in adverse vascular 

changes such as arterial stiffness [1], [2], [3], [4]. The problem of obesity has had a 

significant impact on public health. Therefore, understanding and predicting the 

level of risk of obesity is important in efforts to prevent and treat the risk of obesity. 

Data on eating habits, physical activity, and other factors related to obesity levels in 

certain populations can be an important basis for understanding the risk of obesity. 

In an effort to understand and predict the level of risk of obesity, this study carried 

out a clustering of the level of risk of obesity. 

Clustering is one of the data mining techniques that can be used to group 

data [10]. Clustering is a process of grouping data based on similarity into different 

clusters [10], [11], [12]. A cluster is a collection of objects or data that are similar or 

have similarities to each other in the same cluster and are different from data in other 

clusters [10], [12]. Clustering is an unsupervised method, which means that 

clustering is an unsupervised method that works on data sets that do not have target 

or outcome variables, which are often called unlabeled data [13], [14]. Clustering is 

often used in data analysis to find hidden structures or patterns in large data sets 

[15], [16]. 

One of the clustering methods that is widely used is the K-means method 

[11], [17], [18]. The K-means method has great potential to handle very large data 

sets [18]. The K-means method divides data into groups, where each group has its 

own centroid value. Then calculate the Euclidean distance of the data to the centroid 

of each group. Data that has the closest distance to the centroid will be included in 

the same group. This process is carried out until all data is divided into k-clusters 

[17], [18]. Several previous studies have used the K-means method, including 

clustering of Covid-19 disease [19], clustering of nutritional status [20], and 

clustering of obesity disease [21]. 

Apart from the K-means method, a method that can be used for clustering is 

the Density-Based Spatial Clustering Algorithm with Noise (DBSCAN). In contrast 

to the K-means method, the DBSCAN method performs grouping based on the 

minimum points and epsilon values used [22], [23]. In the DBSCAN method, 

clusters are formed based on data density. The DBSCAN method has the ability to 

detect clusters with changing shapes, is efficient in detecting noise, and 

automatically detects the number of clusters that can be formed without determining 

the number of clusters first [24], [25]. Several previous studies have used the 

DBSCAN method, including clustering of diabetes [26], clustering of heart disease 

[27], and clustering of Covid-19 [28]. 

In this study, a cluster analysis will be carried out on the risk of obesity using 

the K-means and DBSCAN methods. In the K-means and DBSCAN methods, the 

parameters to be used have several different values so that several clusters are 
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formed. For each parameter value in both the K-means and DBSCAN methods, an 

analysis of the clusters formed will be carried out. This is done to find hidden 

patterns in clusters formed from data used in an effort to prevent and treat the risk of 

obesity.  

  

2. MATERIAL AND METHODS 

 

 The dataset used in this paper is a collection of estimates of obesity levels 

from Mexico, Peru, and Colombia based on eating habits and physical condition 

[29], obtained from survey results. Data contains 17 attributes and 2111 records 

from ages 14-61 years old with features related to obesity levels, which can be seen 

in Table 1 [30]. 

 

TABLE 1.  

Features and Description of Obesity Levels 
Features 

Name 

Description Values 

Gender Gender Female or Male 

Age Contains data of 14-61 years Numeric 

Height Contains data of 1.45 – 1.98 meters Numeric in meters 

Weight Contains data of 39 – 173 Kg Numeric in kilograms 

SWO Family history of overweight Yes or No 

FAVC Frequent consumption of high-caloric food Yes or No 

FCVC Frequency of consumption of vegetables ‘Never’, ‘Sometimes’, ‘Always’ 

NCP Number of main meals ‘Between 1-2’, ‘Three’, ‘More than three’ 

CAEC Consumption of food between meals ‘No’, ‘Sometimes’, ‘Frequently’, ‘Always’ 

SMOKE Have a smoke Yes or No 

CH2O Consumption of water daily ‘Less than 1 liter’, ‘Between 1 – 2 liters’, 

‘More than 2 liters’ 

SCC Calorie consumption monitoring Yes or No 

FAF Physical activity frequency ‘I do not have’, ‘1 or 2 days’, ‘2 or 4 days’, 

‘4 or 5 days’ 

TUE Time using technological ‘0-2 hours’, ‘3-5 hours’, ‘More than 5 

hours’ 

CALC Consumption of alcohol ‘No’, ‘Sometimes’, ‘Frequently’, ‘Always’ 

MTRANS Transportation used ‘Automobile’, ‘Motorbike’, ‘Bike’, ‘Public 

transportation’ 

‘Walking’  

NObeyesdad Estimate of overweight level ‘Underweight’, ‘Normal weight’, 

‘Overweight level I’, ‘Overweight level 

II’, ‘Obesity type I’, ‘Obesity type II’, 

‘Obesity type III’ 

 

From Table 1, it can be seen that features related to eating habits are FAVC, 

FCVC, NPC, CAEC, CH2O, and CALC. Meanwhile, features related to physical 

condition are SCC, FAF, TUE, and MTRANS. After understanding the data 

structures, the next step taken in this research is the data processing to produce 

information using data mining techniques. Data mining is a method used to find 

relationships and find patterns in large datasets, resulting in information and 

involving statistical analysis of the data [31],[32]. 

Data mining itself is closely related to Knowledge Discovery in Database 

(KDD), which is the overall process of discovering knowledge in data [33],[34].  

The stages used in this research can be seen in Figure 1. 
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FIGURE 1. Knowledge Discovery in Database (KDD) 

 

There are 5 stages in the KDD process, namely data selection, data cleaning, 

data transformation, data mining, and the last stage is pattern evaluation. In the 

application of KDD, each process can be repeated [35], so that the results obtained 

can be improved and obtain more accurate final results. 

In the first stage of KDD, namely data selection, the data that will be used 

for research is selected [36]. The dataset taken from the UCI repository titled 

Estimation of Obesity Levels Based on Eating Habits and Physical Condition was 

prepared, and then its characteristics, data structure, and existing patterns were 

understood. Then, a portion of the data to be used is selected, ignoring irrelevant 

data so that the data used is easier to analyze and produces more accurate results. 

The second stage, namely data cleaning, involves cleaning the data with the 

aim of eliminating noise and inconsistent data, such as checking and removing 

duplicate data if any. Data cleaning is also carried out to handle missing values in 

the dataset.[35]. 

The third stage, namely data transformation is performed to change data into 

the appropriate format, for example changing the format from string to integer, 

converting nominal data into numeric data, performing normalization, merging data, 

and transforming data into an encoded form [37].  

Then the fourth stage is data mining, the step to extract or discover patterns 

to produce the required information. At this stage, selecting the appropriate method 

is based on the objectives to be achieved in the research, such as choosing a model 

for characterization, classification, clustering, association, or regression [38]. Then, 

select the algorithm that suits the chosen method. In this research, the data mining 

method used is clustering with the k-means and DBSCAN methods. 

The final stage is pattern evaluation, which is the process of evaluating the 

patterns produced in the previous stages in the form of visualization to make them 
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easier to understand. The obtained patterns are then validated to determine their 

accuracy or to measure the performance of the created model [38]. 

 

2. 1 PRE-PROCESSING  

 

 The pre-processing stage is a phase conducted to ensure that the data used in 

the research can be adjusted before being processed, thereby obtaining accurate 

results. Data pre-processing is a component of the second and third stages of the 

KDD (Knowledge Discovery in Database), which include data cleaning and data 

transformation [39].  

This study’s data cleaning procedures include looking for duplicate data, 

eliminating outlier data from the age characteristics, and throwing away any data 

that is not needed, in this case, the height and weight features. 

The data transformation process involves normalization using the min-max 

method to scale the data between 0 and 1 [40]. This includes combining unbalanced 

categorical data where categories with more than two values are merged into two 

categories specifically in the features CAEC, CALC, and MTRANS. Data 

transformation is also performed to convert categorical values into binary and 

numerical values. One-hot encoding is used to convert the gender category into 

binary values of 0 and 1 [41]. Label encoding is used to convert categories into 

numerical values [42], and the features transformed using label encoding are family 

history with overweight, FAVC, CALC, CAEC, MTRANS, and obesity levels. 

 

2. 2 K-MEANS METHOD 

 

The k-means clustering method involves putting data into groups according 

to shared criteria, even though each group has unique traits [32]. Based solely on 

numerical properties, the group in k-means is divided into one or more clusters using 

distance computation [43]. The following are the steps for using the k-means 

algorithm [44],[45],[46]: 

1. Choose the value of k for the number of clusters to be formed 

2. Randomly initialize k values to be the centroids in the initial clusters, using 

the Euclidean distance formula Equation 1 [47], to calculate the distance of 

each centroid. 

3. Sort each data point according to its closest centroid. 

4. Then, update the centroid values in each cluster by recalculating the centroid 

using the average value of all the data points in the cluster. 

5. Until convergence, repeat steps 3 and 4 together. 

K-means is affected by the selection of initial centroid values and the 

suitable number of clusters, choosing the right initial centroids and number of 

clusters to be grouped is essential to obtaining the correct cluster result.  

 

𝐷𝑒 = √(𝑥𝑖 − 𝑠𝑖)2 + (𝑦𝑖 − 𝑡𝑖)2 (1) 

     

where, 𝐷𝑒 is the Euclidean distance, i is the number of a certain object, (x, y) 

is the coordinate of the object, and (s, t) is the coordinate of the centroid. 

 

2.3 METODE DBSCAN  
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The Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN) method is a clustering method based on density or connectedness, 

forming clusters where areas of high density are considered clusters, while areas of 

low density not included in a cluster are considered noise [48],[49]. The smallest 

number of data points inside an epsilon radius, the greatest distance between two 

points in a cluster, is used to compute the density in DBSCAN. The minimum 

quantity of data points, also known as minimum sample, is the bare minimum of 

points required to establish a cluster. Epsilon and minimum sample are two main 

parameters in the DBSCAN [50],[51]. The following are the steps for using the 

DBSCAN algorithm [52],[49]: 

1. Randomly determine the initial point (p). 

2. Determine or initialize the epsilon and minimum sample parameters. 

3. Calculate epsilon or all density/connectedness distance to p using Euclidean 

distance formula Equation 1. 

4. Take all points within the epsilon value, if it is met and if the value is greater 

than the predefined minimum sample. Then, p is a core point, and the cluster 

is fulfilled. 

5. Then, repeat steps 3 and 4 until all existing points are processed. If p is a 

border point, meaning it is within a cluster but has fewer neighboring points 

than minimum sample, then the process continues to the other point. 

 

 

3. RESULTS AND DISCUSSION 

 

3.1 PRE-PROCESSING 

 

In the dataset, there is categorical data with unbalanced categories, some of 

which are very extreme. To reduce this imbalance, similar categories will be 

merged, as shown in Figure 2.  

 



 

       Computer Engineering and Applications Vol. 13, No. 3, October 2024 

 

 

16  ISSN: 2252-4274 (Print) 

  ISSN: 2252-5459 (Online) 

 
FIGURE 2. Merging Similar Categories  

(a) CAEC Before (b) CAEC After (c) CALC Before (d) CALC After (e) 

MTRANS Before (f) MTRANS After 

 

Based on Figure 1, it can be seen that category merging was carried out on 

the CAEC, CALC, and MTRANS features. In the CAEC feature, the categories 

'frequently', 'always', and 'no' are combined into one category, namely 'frequently', so 

that in the CAEC feature there are only two categories, namely 'sometimes' and 

'frequently'. In the CALC feature, the categories 'sometimes', 'frequently', and 

'always' are combined into one category, namely 'yes', so that in the CALC feature 

there are only two categories, namely 'no' and 'yes'. In the MTRANS feature, the 

categories 'public_transportation' and 'walking' are combined into one category, 

namely 'active_trans', and the categories 'automobile', 'motorbike', and 'bike' are 

combined into one category, namely 'inactive_trans', so that in the MTRANS feature 

there are only two categories namely 'active_trans' and 'inactive_trans'. For numerical 
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data, outliers will be detected using the Interquartile Range (IQR) method. The 

results of outlier detection in the Age feature can be seen in Figure 3. 

 

 
FIGURE 3. Remove Outliers from The Age Data (a) Before (b) After 

 

 

2.2 CLUSTERING AND ANALYSIS 

 

In the clustering stage, the K-means and DBSCAN methods are used. In the 

K-means method, the parameters used are the values k = 2 and 4. In the DBSCAN 

method, the parameters used are the value epsilon = 1.4. In the clustering results 

using the DBSCAN method with the value epsilon = 1.4 and a minimum sample =
5, two clusters are formed like the results of clustering using the method K-means 

with a value of k = 2. The cluster results formed using the K-means method with a 

value of k = 2 and the DBSCAN method with an epsilon value = 1.4 and a 

minimum sample = 5 have the same pattern. 

 

2.2.1 ANALYSIS OF CLUSTERING RESULTS USING K-MEANS (K = 𝟐) 

AND DBSCAN (EPSILON = 𝟏. 𝟒 AND MINIMUM SAMPLE = 𝟓) 

METHODS 

 

The first experiment used the K-means (k = 2) algorithm and the DBSCAN 

algorithm. Coincidentally, the results of the K-means and DBSCAN clusters were 

exactly the same. The results can be seen in Figure 4. 
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FIGURE 4. Distribution of Two Clusters of Data 

 

 In this experiment, two clusters were obtained, which clearly divided the 

female group with a total of 935 patients in the first cluster, and the male group with 

a total of 985 patients in the second cluster. More specifically, the first cluster is a 

group of women who, compared to the second cluster, are slightly younger, shorter, 

use active transportation more often, have less of a family history of being 

overweight, consume fewer high-calorie foods, snack less, drink less alcohol, and 

tend to be underweight or have level 3 obesity. The second cluster is a group of men 

who, compared to the first cluster, are slightly older, taller, use active transportation 

less often, more frequently have a family history of being overweight, consume 

high-calorie foods more often, snack less frequently, drink alcohol more often, and 

tend to be overweight to the point of level 2 obesity. 
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2.2.2 ANALYSIS OF CLUSTERING RESULTS USING THE K-MEANS 

METHOD (K = 𝟒) 

 

In clustering using the K-means method with parameter value (k = 4), four 

clusters are formed which have different patterns. The results of clustering using the 

K-means method with parameter value (k = 4) can be seen in Figure 5. 

 

 
FIGURE 5. Distribution of Four Clusters of Data 

 

 In this second experiment, there were 2 male clusters and 2 female clusters. 

The first cluster is a group of underweight and normal weight women with a total of 

296 patients. The second cluster is a group of men who consume alcohol with a total 

of 679 patients. The third cluster is a group of overweight and obese women with a 

total of 675 patients. While the fourth cluster is a group of men who do not consume 

alcohol with a total of 310 patients.  

 More specifically, the first cluster is a group of women who, compared to the 

other clusters, have a younger average age, have a lower body weight, often use 
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active transportation, have less of a family history of being overweight, consume 

little high-calorie food, snack most often, rarely consume alcohol, and are 

underweight to normal. The second cluster is a group of men who, compared to the 

other clusters, have an older age range, have the highest height, tend to use inactive 

transportation, have a family history of being overweight, most often consume high-

calorie foods, rarely snack, consume alcohol, and tend to be overweight to the point 

of level 2 obesity. The third cluster is a group of women who, compared to the other 

clusters, tend to be older, have the heaviest body weight, often use active 

transportation, have the most family history of being overweight, often consume 

high-calorie foods, snack the least frequently, often consume alcohol, and many 

have level 3 obesity. The fourth cluster is a group of men who, compared to the 

other clusters, are quite young, have a balanced body weight and height, often use 

inactive transportation, tend to have a family history of being overweight, consume 

few high-calorie foods, tend to snack, do not consume alcohol, and tend to be 

overweight. 

 

4. CONCLUSION 

 

Based on the research results obtained, the K-means and DBSCAN methods 

were able to cluster the risk of obesity from the data used. In the clustering results 

using the K-means method with parameter values k = 2 and k = 4, two and four 

clusters were formed, respectively. From each cluster formed, hidden patterns in the 

data were discovered. In the clustering results using the DBSCAN method with 

parameter value epsilon = 1.4 and minimum sample = 5, two clusters were formed. 

The two clusters formed as a result of clustering using the DBSCAN method with a 

parameter value of epsilon = 1.4 and a minimum sample = 5 have the same pattern 

or data distribution as the results of clustering using the K-means method with a 

parameter value of k = 2. This shows that the K-means method means and DBSCAN 

are able to cluster the risk of obesity well. The obesity risk clustering carried out in 

this study aims to be an effort to prevent and overcome the high risk of obesity. 
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