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ABSTRACT 

Mental health issues have become a challenge that affects many individuals around 

the world. A 2018 WHO report noted an increase in deaths by suicide, with a 

frequency of one case every 40 seconds. The Ipsos Global 2023 survey showed that 

44% of respondents in 31 countries are concerned about mental health, while 30% 

identified stress as a major issue. In Indonesia, the mental health situation is also a 

serious concern. The 2022 I-NAMHS survey found that 34.9% of adolescents face 

mental health problems, but only 2.6% of them utilize counseling services. Emotion 

detection in text is challenging due to the absence of facial expressions or voice 

modulation. This study aims to classify emotions in Indonesian text using the 

IndoBERT model. The dataset used consists of 5079 tweets with five emotion 

labels: Angry, Fear, Joy, Love, and Sad. Parameter variations include the 

composition of training, validation, and test data split (80:10:10, 75:15:15, and 

60:20:20), as well as the combination of learning rate (1e-2 to 1e-7) and batch size 

(8, 16, and 32). The model was trained for 25 epochs with the application of early 

stop and patience for 5 epochs. The experimental results showed that the 

composition of data split 80:10:10, learning rate 1e-6, and batch size 8 resulted in 

optimal classification. Although some experiments showed indications of 

overfitting, this research has important implications in the early detection of 

emotions and can help in mental health treatment efforts. 

 

Keywords: Accuracy, Batch Size, IndoBERT, Emotion Classification, Learning 

Rate, Split Data 

 

1. INTRODUCTION 

 

Mental health issues are a global challenge that affects millions of 

individuals in various parts of the world. A report from the World Health 

Organization (WHO) in 2018 noted an increase in suicide deaths, with a frequency 

of one case every 40 seconds, and contributing 1.4% to total global mortality [1]. 

Then, the Ipsos Global 2023 survey showed that 44% of 23,274 respondents across 

31 countries were most concerned about mental health, while 30% identified stress 

as a major health issue [2]. In Indonesia, the mental health situation is also a serious 

concern. Based on the Indonesia - National Adolescent Mental Health Survey (I- 

NAMHS) in 2022, 34.9% of adolescents, or around 15.5 million individuals, faced 

mental health problems in the past year. In the same period, 5.5% of adolescents or 

mailto:adityasrzky@gmail.com


Aditya Saiful Rizky, Erwin Yudi Hidayat 

Emotion Classification in Indonesian Text Using IndoBERT 

2 ISSN: 2252-4274 (Print) 

ISSN: 2252-5459 (Online) 

 

 

around 2.45 million individuals experienced mental disorders. However, only 2.6% 

of them sought and utilized support or counseling services [3]. 

Lack of awareness and understanding of mental health often triggers stigma 

and inappropriate treatment of affected individuals [4]. In addition, access to mental 

health services is a significant challenge in Indonesia. A factor influencing the 

uneven distribution of mental health professionals is that the majority are centered in 

big cities. Currently, there are only about 2,808 clinical psychologists for a 

population of about 270 million people in Indonesia, or one clinical psychologist for 

96,100 people. This is far below the World Health Organization (WHO) 

recommendation of one clinical psychologist for every 30,000 people [5]. Therefore, 

mental health issues should be a major concern for all parties. 

Emotional intelligence has a significant influence on individual mental 

health. In understanding mental health, attention to emotional aspects is important 

because emotions are the basis of emotional intelligence [6]. Understanding 

emotions well and appropriately will have a positive impact on the physical and 

mental health of individuals [7]. With the development of technology, individuals 

easily express themselves on social media, including having opinions. Opinions 

often arise in response to messages conveyed by communicators, triggering 

discussions and reactions. Emotional reactions can be verbal or non-verbal. Verbal 

emotions involve the use of spoken or written language, while non-verbal emotions 

are seen in facial expressions, hand gestures and more. Detecting emotions in text is 

challenging as there are no facial expressions or voice modulations. One approach to 

detecting emotions is through classification based on certain criteria [8]. 

In the field of Artificial Intelligence (AI), text classification is a task of 

Neural Language Processing (NLP) [9]. NLP enables understanding, interpretation 

and response to human language, and facilitates interaction between humans and 

computers. Its close integration with Machine Learning (ML) and AI enables the 

development of voice systems, language translation, sentiment analysis, and other 

applications. Currently, pre-trained languages have helped to increase progress in 

various fields of NLP. Many ML models have been developed, including 

conventional models such as Support Vector Machine (SVM), Naïve Bayes 

Classifier (NBC), as well as deep learning models based on neural networks. One of 

the latest developments is Transformer, including Bidirectional Encoder 

Representations from Transformers (BERT) [10]. 

BERT is an example of a pre-trained model with large data, so it has 

parameters suitable for tasks related to language understanding [11]. Within the 

BERT model, there are various variations such as DistilBERT, ALBERT, 

RoBERTa, and many more [12]. As one of the most widely used languages, 

Indonesian has great potential in research in the field of NLP. The use of the 

IndoBERT model as a pre-trained language model for Indonesian can help optimize 

existing language resources [13]. IndoBERT is a transformer-based model that 

adapts the BERT architecture, specially trained as a masked language model using 

Hugging Face with a BERT-base (uncased) configuration [14]. 

Previous research has examined the classification of emotions in text. One 

study [8] using the IndoBERT-Unceased model showed an accuracy of 89.1%, 

while the IndoBERT model had an accuracy of 76%. Although there is a significant 

difference, both have good performance. Another study [15] used the IndoBERT 

model to detect sentences with symptoms of depression, resulting in an accuracy of 

51%. Research focusing on IndoBERT gave the best results, achieving 94% 

accuracy [9]. Tests in other studies show the accuracy, F1-score, recall, and 
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precision values obtained in the training set (89%, 89%, 89%, and 90%), as well as 

the validation set (70%, 71%, 70%, and 72%) [16]. Research by [17] classified 

positive sentiment using IndoBERT (80%), IndoBERTweet (68%), and CNN-LSTM 

(53%) with a 2020 dataset from Twitter. 

Based on the mentioned research, IndoBERT shows significant potential in 

classifying emotions in text [8][15][9][16][17]. This research aims to classify 

emotions in Indonesian text using the IndoBERT model. The data used includes five 

emotion labels namely Angry, Fear, Joy, Love, and Sad obtained from 5079 tweets. 

In addition, this study varies several parameters to produce optimal classification. 

The results of this study have important implications in the early detection of 

emotions and can be the first step in mental health treatment efforts. 

 

2. MATERIAL AND METHODS 
 

FIGURE 1. Research Methods 

 

The research starts by searching for relevant datasets, as illustrated in Figure 

2. The datasets then undergo a data pre-processing stage before being used to train 

the model. After pre-processing, the dataset is divided into three parts: training, 

validation, and test data. The model is trained using the training data, and its 

performance is evaluated with metrics such as graphical accuracy, graphical loss, 

and confusion matrix. This evaluation provides insight into the effectiveness of the 

model in classifying and predicting outcomes. 

 

2.1 DATASET 

This research uses a multi-labeled dataset of emotions in Indonesian from the 

Emotion Dataset from Indonesian Public Opinion. This dataset consists of 5079 

tweets labeled with five emotions: Angry, Fear, Joy, Love, and Sad. 
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TABLE 1. 

 Emotion Label Dataset  
 

Tweet Label 

pagi2 udah di buat emosi :) Angry (Marah) 

kok suaranya aneh dan bikin merinding ya Fear (Takut) 

semangat buat hari ini! Joy (Senang 

very kucing t  t lucu banget.. jadi jatuh hati Love (Cinta) 

iyhh, jadi sepi bngett huhuu Sad (Sedih) 

 

2.2 PREPROCESSING DATA 

The next step involves data pre-processing. This process goes through 

several stages, including converting text to lowercase, removing irrelevant 

characters that may affect the results such as tags, URLs, numbers, punctuation 

marks and spaces. After that, perform data tokenization to break the text into small 

units or meaningful tokens. This stage has a very important role in preparing the 

data before proceeding to the further analysis stage. The result of data pre- 

processing that is null will also be removed. 

 

2.3 SPLIT DATA 

The next step in this research is to split the dataset into three parts: training, 

validation, and test data. Before being used for modeling, the dataset will be split 

into these three parts with the composition as illustrated in Table 2. 

 

TABLE 2. 

 Data Split  
 

Train Data (%) Validation Data (%) Test Data (%) 

80 10 10 

75 15 15 

60 15 15 

 

By ensuring the same class distribution in each dataset, this approach is used 

to evaluate the performance of the model. 

2.4 MODELLING 

This research uses the IndoBERT model which is a development of BERT 

(Bidirectional Encoder Representations from Transformers). This model is 

specifically designed for data processing and training in Bahasa Indonesia using the 

Transformer architecture. The Transformer architecture was originally designed with 

an encoder-decoder architecture for machine translators. However, in BERT only 

Encoder architecture is used. BERT utilizes the encoder architecture of the 

Transformer for contextual understanding in the language [18]. 
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FIGURE 2. BERT Architecture 

 

The architecture of the BERT model is a two-way, multi-layered 

Transformer. There are two main stages in BERT, the pre-training stage and the 

fine-tuning stage. In the pre-training stage, the BERT model is trained using 

unlabeled data with various language tasks. After that, in the fine-tuning stage, the 

BERT model is initialized with the parameters obtained during pre-training, and all 

parameters are adjusted using data with labels [14]. 

In determining how the model learns and adapts to the data, categorical 

crossentropy is used as a loss function to measure how well the model predicts 

category labels from the training data. This function is a common metric for 

multiclass classification tasks. Adam is the optimizer used in this research because it 

is efficient for training neural networks. The metric used to evaluate the model's 

performance is categorical accuracy, which measures the extent to which the model 

can correctly classify the data. With this setting, the model is ready to be trained 

with appropriate training data [19]. 

In the pre-train stage, the model is given contextual understanding through 

labeled data. For the IndoBERT model architecture, a large dataset was collected 

consisting of about four billion words and about 250 million sentences in Bahasa 

Indonesia. This dataset includes news texts from various sources, including local 

online, social media, Wikipedia, online articles, subtitles from video recordings, and 

a parallel dataset known as Indo4B. Indo4B includes formal word data, informal 

word data, and casual words in Indonesian [20]. 

During the training process, the model is trained using the training data with 

the implementation of callbacks to stop the training when the set criteria are met. By 

visualizing the loss and accuracy graphs of both data sets (training data and 

validation data), it can be seen how the model understands the patterns in the 

training data and to what extent it can generalize to data that it has not seen before 

(validation data). This analysis helps to understand the performance and progress of 

the model during the training process as well as identify if there is overfitting or 

underfitting [19]. 

 

2.5 EVALUATION 

In this research, the evaluation is performed by comparing several 

parameters, including data split composition, learning rate, and batch size by using 

confusion matrix to calculate evaluation metrics such as accuracy, precision, recall, 

and F1-score. Confusion Matrix is based on the concepts of True Positive (TP), True 
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Negative (TN), False Positive (FP), and False Negative (FN). The results of the 

confusion matrix will be compared and explained to evaluate the performance of 

each parameter. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 
(1) 

 

In equation (1), Accuracy describes the ratio of correct predictions to the total 

predictions made by the classifier on the test data. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑃 

𝑇𝑃+𝐹𝑃 
(2) 

 

Equation (2), is an example of the Precision equation or also known as the positive 

prediction value, representing the number of correct predictions among all positive 

predictions. 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃 

𝑇𝑃+𝐹 
(3) 

 

In equation (3), is Recall or often referred to as sensitivity, measuring the relative 

proportion of correctly classified positive examples out of all positive examples. 
 

𝐹1 = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 
(4) 

 

Equation (4), is calculated based on Precision and Recall values. F1-Score 

provides a balance between Precision and Recall. 

 

3. RESULTS AND DISCUSSION 

 

3.1 DATASET 

This research utilizes the Emotion Dataset form Indonesian Public Opinion [21] 

which contains tweets in Indonesian with five emotion labels: 760 tweets for Love 

emotion label, 1130 tweets for Angry emotion label, 1003 tweets for Sad emotion 

label, 1275 tweets for Happy emotion label, and 911 tweets for Fear emotion label. 

This dataset has a total of 5079 tweets. 

3.2 PREPROCESSING DATA 

 

The next step performs data pre-processing. This process includes converting the 

text to lowercase, removing irrelevant characters that could potentially affect the 

results such as tags, URLs, numbers, punctuation marks, and spaces, and performing 

tokenization. 
TABLE 3. 

 Preprocessing Data  
 

Step Before After 

Preprocessing pagi2 udah di buat emosi :) pagi udah di buat emosi 

Tokenization pagi udah di buat emosi ['pagi', 'udah', 'di', 'buat', 'emosi'] 
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3.3 SPLIT DATA 

The next step, the dataset which has a total of 5079 tweets is divided into three 

parts, namely training data, validation data, and test data with the composition of 

data split and the amount of data split for each part as in table 4. 

TABLE 4. 

 Data Split  
 

 Data Split     

   Train Data Validation Data Test Data 

Train Data Validation Data Test Data    

80% 10% 10% 4063 508 508 

75% 15% 15% 3555 762 762 

60% 15% 15% 3047 1016 1016 

 

3.4 MODELLING AND EVALUATION 

TABLE 5. 

 Experiment with the Highest Accuracy Result  
 

 Data Split  
Learning 

Rate 

Batch 

Size 

Accuracy  Average Confusion Matrix 

No        

F1- 
Score  Train Val Test Train Val Test Precision Recall 

1 80 10 10 1e-5 32 0.99 0.86 0.84 0.83 0.84 0.84 

2 80 10 10 1e-6 8 0.91 0.85 0.83 0.82 0.83 0.83 

3 80 10 10 1e-6 32 0.89 0.85 0.82 0.82 0.82 0.82 

 

  Data Split  

Graph   

 No. 1 No. 2 No. 3 

Accuracy 

 

(a) 

 

(c) 
 

(e) 

Loss 
 

 
(b) 

 

 
(d) 

 

 
(f) 

FIGURE 3. Graph (a) accuracy (b) loss 
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Emotion classification experiments were conducted using the IndoBERT 

model with a barlabel dataset derived from Tweets. This dataset was classified into 

five labels: 'Love', 'Angry', 'Sad', 'Happy', and 'Fear'. In training, there are several 

control variables including the dataset, IndoBERT model 'indobenchmark/indobert- 

base-p2', data split composition (80:10:10, 75:15:15, and 60:20:20), as well as 

learning rate combination (from 1e-2 to 1e-7), and batch size (8, 16, and 32). The 

model was trained for 25 epochs with the application of early stop and patience for 5 

epochs. 

In Table 5, presenting the three experiments that have the best accuracy 

results, it is found that the highest accuracy results are in experiment number 1 

which uses a data split composition of 80:10:10, a learning rate of 1e-5, and a batch 

size of 32. On the other hand, experiment number 2 which uses the same data split 

composition but has a learning rate of 1e-6 and a batch size of 8 shows a good 

balance between accuracy and average confusion matrix values (precision, recall, 

and F1-score). 

In Figures 3 (a) and (b), the training and validation data graphs show 

indications of overfitting. Although the model achieved high accuracy during 

training with a data split composition of 80:10:10, a learning rate of 1e-5, and a 

batch size of 32, its performance decreased at the validation stage. However, the 

good average confusion matrix value indicates the model's potential for optimal 

performance on data that has never been seen before. 

Furthermore, in Figure 3 (c) and (d), the graphs with a data split composition 

of 80:10:10, a learning rate of 1e-6, and a batch size of 8 show adequate results. 

Although the training accuracy is lower than experiment number 1, the difference 

between training and validation or test accuracy is not significant, indicating better 

balance. This graph indicates that the model tends to be more general and may be 

more resistant to overfitting. The good average confusion matrix value also indicates 

the model's potential for optimal performance on data that has not been seen before. 

Figure 3 (e) and (f) show that the graphs with a data split composition of 

80:10:10, a learning rate of 1e-6, and a batch size of 32 produce more stable results 

compared to experiment 1. Although the training accuracy is lower, the difference 

between the training and validation or test accuracy remains reasonable. Similar 

average confusion matrix values indicate the model's potential for optimal 

performance on data that has not been seen before. 

Overfitting occurs when there is a significant difference between the training 

graphs on the training data and the validation data. In Figure 3, graph (a) shows the 

improved performance on the training data, but the validation graph has no 

significant change. The results from experiment number 2 in Table 5 show that the 

difference between the training graph and the validation graph is relatively small. If 

the model is trained too specifically on the training data, it is likely to perform 

poorly on new data because the model only remembers the patterns in the training 

data, not general patterns that can be applied to data that has not been seen before. 

In this experiment, there are several factors that cause difficulties in 

classifying the data by the model. Different sentences may produce different results 

when processed. Especially, sentences containing two or more emotions may 

produce different emotions at each stage. Conversely, in the pre-processing process 

involving punctuation removal, some sentences produce different outputs due to 

different semantic meanings. 
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3.5 DISCUSSION 

The experimental results conducted in this study with data split compositions of 

80:10:10, 75:15:15, and 60:20:20 show that the data split composition of 80:10:10 

shows the highest accuracy results in Table 5 among other data split compositions. 

This also implies that the data split composition affects the performance of the 

model. This finding is in line with several previous sources [22][23][24], which also 

highlighted the influence of data split composition on accuracy results. 

In addition, other factors that affect the accuracy results in this study are learning 

rate and batch size. Experiments with a data split composition of 80:10:10, a 

learning rate of 1e-5, and a batch size of 32 achieved the highest accuracy. However, 

with the same data split composition, the use of learning rate 1e-6 and batch size 8 

resulted in more stable accuracy overall. This finding is supported by previous 

research [25], which confirms that learning rate and batch size play an important 

role in accuracy results. 

 

4. CONCLUSION 

This study aims to classify emotions in Indonesian text using the IndoBERT 

model. The data used includes five emotion labels: Marah (Marah), Takut (Fear), 

Senang (Joy), Cinta (Love), and Sedih (Sad) obtained from 5079 tweets. In the 

experiment, this study explored control variables such as data split composition, 

learning rate, and batch size. The results show that the data split composition of 

80:10:10, learning rate 1e-6, and batch size 8 produce more stable accuracy overall. 

Although some experiments show indications of overfitting, the results of this study 

have important meaning in early detection of emotions and can help in mental health 

treatment efforts. 
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