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ABSTRAKSI

Sebuah vektor pagerank jaringan sangat penting. Hal ini dapat menggambarkan pentingnya suatu
halaman web pada jaringan web global, atau seseorang pada media sosial. Namun dengan
perkembangan dari jaringan web global dan media sosial. Hal ini membutuhkan lebih banyak
waktu untuk menghitung vector pagerank dari sebuah jaringan. Dalam banyak aplikasi dunia
nyata, distribusi derajat dan PageRank dari jaringan yang kompleks sesuai dengan distribusi
Power-Law. Makalah ini memanfaatkan distribusi derajat jaringan untuk menginisialisasi vektor
PageRank, dan menyajikan algoritma percepatan distribusi derajat power-law dari perhitungan
pagerank. Percobaan pada empat himpunan data dunia nyata menunjukkan algoritma yang
diusulkan berkonvergen lebih cepat dibandingkan dengan algoritma asalnya.

Kata kunci: pagerank, media social, power-law, distribusi derajat

ABSTRACT

The PageRank vector of a network is very important, for it can reflect the importance of a
Webpage in the World Wide Web, or of a people in a social network. However, with the growth
of the World Wide Web and social networks, it needs more and more time to compute the
PageRank vector of a network. In many real-world applications, the degree and PageRank
distributionsof these complex networks conform to the Power-Law distribution. This paper
utilizes the degree distribution of a network to initialize its PageRank vector, and presents a
Power-Law degree distribution accelerating algorithm of PageRank computation. Experiments
on four real-world datasets show that the proposed algorithm converges more quickly than the
original PageRank algorithm.
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1. INRODUCTION

One of the fundamental problems in information retrieval is the ranking problem: given a
query, how to arrangethe documents which satisfy the query such that the most relevant ones
rank first. Before the World Wide Web, the information retrieval community utilizes similarity
measures to rank documents. When a query of several keywords is issued, the documents which
are most similar to the query are returned.

In addition to structured keywords, Web pages also contain hyperlinks among each other,
which can be thought of peer endorsements among these Web pages. With these hyperlinks, Web
pages can be considered as a sparse graph. Thus, the link-based ranking algorithms, such as
PageRank[1], HITS[2], SALSA[3], etc., which take peer endorsements into account, come up.
Among these link-based ranking algorithms, PageRank, proposed by Google, is the most
successful.

The PageRank vectorπof a graph is the stationary distribution of a random walk that at each
step, jumps to a random node rwith the probability ε, and follows a random outgoing edge from
the current node with the probability 1-ε. Given a weighted directed graph G=(V,E) with n nodes
and m edges, the weight on an edge Evu ),( is denoted with vua , .The Transition
ProbabilityMatrix }{ , jipP  of G is defined as follows:

(1)

The PageRank vectorπ of a graph satisfies:
rPT   )1( (2)

wherePT is the transpose of transition probability matrixP, and r is a vector each of whichr(i)
is a probabilitywith which the random walk jumps to the node i.

There are a number of numerical methodsfor computing the PageRankvector. However, in
spite of its low efficiency,the power iterationmethod[1]stands outfor its stable and reliable
performances. It starts with initializing )()()0( vrv  (where v is arbitrary node in the graph),
and then performsformula 2 repeatedly until it converges, i.e., the difference between two
consecutive iteration is under a certain constantβ. To remedy the slow convergenceof the power
iteration method, several acceleration techniques have been proposed, whichinclude
extrapolation[4], aggregation[5], lumping[6], and adaptive methods[7]. Moreover, the Arnoldi-type
method is introduced by Gene et al.[8], and the Jordan canonical form of the Google matrix
isinvestigated by Wu[9].

The Power-Law distribution is an important characteristic about distribution of nodes’
degrees in complex networks, such as the World Wide Web and social networks. Meanwhile, the
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PageRank vectors of these networks also conform to the Power-Law distribution.The Power-Law
distribution can be described as follows:

)(xf  e (3)

Where x is degree or PageRank,  is exponent or scaling parameter, and f(x) means the
number of nodes having that degree or PageRank respectively.This paper utilizes the degree
distribution of a network to initialize its PageRank vector, and presents a Power-Law degree
distribution method for accelerating the PageRank computation.

2. POWER-LAW DEGREE DISTRIBUTION ACCELERATING METHOD OF
PAGERANK COMPUTATION

In the physical world, the Power-Law distribution is animportant characteristic in complex
networks. To illustrate this idea, this paper presents four real-world social networks, Dianping[11],
Wikipedia-Film[10], Epinions[12]and Gowalla[13].Some statistics of these datasets are in Table 1.

Table 1.Statistics of Datasets

Name # nodes # edges (degree) (PageRank)

Wikipedia-Film 27312 142427 1.989 1.625

Epinions 75879 508837 1.593 1.678

Gowalla 196591 1900654 1.744 1.759

Dianping 204074 926720 1.822 2.1

The degree or PageRank distribution of a graph clarifiesthat the number of nodes changes
with the node’s degree or PageRank score respectively.The PageRank score of vdenoted withπ(v)
is a decimal fractionbetween 0 and 1. The degree distributions and PageRank distributions of
these four graphs are in Figure 1. This paper first finds the minimum score πminand the maximum
PageRank score πmaxin each graph, and then changes each PageRank score into an integer
according to the following formula:

(4)

minmax

min

π-π
π-)(π1000)'(π vv 
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Figure 1. The Power-Law Distribution
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As can be seen from Figure 1 that, the degree distributions and the PageRank distributions
of these graphsall conform to the Power-Law distribution.Based on this fact, this paper proposes
the Power-Law degree distribution method to accelerate the convergence of the power iteration
PageRank computation, details of the proposed algorithm is in Algorithm 1.

Algorithm 1PowerLawDegreePageRank(G)

Input: a graph G (V, E), where |V|=n and |E|=m;
Output: a list of(i,π(i)), where a node is denoted withi( Vi and ni 1 ) and its PageRank
scoreis denoted with π(i);
1:fori in 1 to n
2:let neighbor=number of neighbors of i;
3:  let di= neighbor/2m;
4:end for
5:letπ=0, π’= d;
6:while |π’-π|>βdo
7:   let π=π’;
8:fori in 1 to n

9:
n)(

)()-1()(' ),(

  ∑ ∈Eik |k|outlink
kπi ;

10:end for
11:end while

There are three steps in this algorithm. Firstly, compute the degree distribution vector d, i.e.,
count the number of neighborsdi (include in-links and out-links) for each node i )1( ni  ;
secondly, initialize the PageRank vector with the degree distribution vector d,and then normalize

it according to
m
di i

2
)()0(  ; thirdly, compute the PageRank vector repeatedly with formula 2

until it converges.

3. EXPERIMENTS
This section describes the results ofthe experiments that we have done to validate the

efficiency of the proposed method. The experiments are done on a personal computer, and the
algorithmsare implemented on JDK 1.6 and Jung 2.0.11.The datasets for these experiments are
Dianping, which hasbeen crawled from the Dianping2 websiteourselves, and three public
datasets,Wikipedia-Film, Epinions and Gowalla.Details of these datasets are in section 2.

1http://jung.sourceforge.net/
2 www.dianping.com
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To validate the efficiency of the proposed method, this paper compares the proposed
algorithm with theoriginal PageRank power iteration method. When a query of information
retrieval is issued by a user, the user only cares about the top k results that returned. This paper
chooses the 1000 PageRank iterations as the stationary distribution, and validates the similarity
between each result with the stationary distribution. The top100 similarity is the number of
elements which are the intersection between each result with the stationary distribution. In these
experiments, the parameters are β=0.01 and ε=0.15, and details of the results are in Figure 2.

Figure 2. Comparison of Efficiency, where the x axis is the number of iteration,
and the y axis is the top100 similarity with the stationary distribution.

As can be seen from Figure 2 that, the proposed Power-Law degree distribution
acceleratingmethod of PageRank computation performs better than the original PageRank
computation.In the Gowalla dataset, the proposed algorithm converges only at a single iteration,
and in the other three datasets, the proposed algorithm converges more quickly than the original
PageRank computation, too. In addition, as there may be many stationary distributions in a
sparse graph, i.e., many stationary solutions for formula 2, the proposed algorithm and the
original PageRank algorithm converge to different PageRank vectors in our datasets.
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4. CONCLUSION
In many real-world complex networks, such as the World Wide Web and social networks,

the degree and PageRank distributions both conform to the Power-Law distribution. This paper
utilizes the degree distribution of a network to initialize its PageRank vector, and presents a
Power-Law degree distribution acceleratingalgorithm of PageRank computation. Experiments on
four real-world datasets show that the proposed algorithm converges more quickly than the
original PageRank algorithm.In addition, the proposed algorithm can also work together with
other methods to accelerate the PageRank computation further. However, the proposed algorithm
performs better only in the networks that conform to the Power-Law distribution.
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